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Executive Summary TC "Executive Summary" \f C \l "1" 
Computer Generated Forces (CGFs) are an essential part of many distributed simulations  used for command group training, tactical analyses, and weapon system evaluation. However, experts are beginning to understand that in order to realize the full potential of these simulations, CGFs must behave in a manner that is representative of actual forces under comparable conditions. Several factors contribute to the perceived lack of realism in CGFs. These factors include the need to be able to:

· Represent both individual and organizational behaviors (Pew & Mavor, 1997),

· Simulate not only behaviors that are dependent on the physical attributes of weapons systems, but also behaviors that are dependent on human perception and cognition (e.g., information processing, learning, decision making) (Winsch, Clifton, & Atwood, 1996),

· Present behaviors that manifest differences in readiness and demand (Fineberg, 1995),

· Portray performance degradation due to physiological (e.g., fatigue), psychological (e.g., morale, unit cohesion), and environmental factors (e.g., temperature, need to wear personal protective gear) (Fineberg, 1995), and

· Depict behaviors of forces engaged in conventional combat, maneuver warfare, and missions other than war (Fineberg, 1995; Lind, 1995, Abstract; Zimm, 1997).

Complicating the situation is the fact that individuals skilled in the technical aspects of developing simulations (e.g., computer architectures, programming languages, hardware, and software) may not be knowledgeable about the factors listed above. In addition, they may not have ready access to usable data and information about these types of factors.


Thus, the Defense Modeling and Simulation Office (DMSO) tasked the Crew System Ergonomics/Human Systems Technology Information Analysis Center (CSERIAC) to identify taxonomies of organizational behaviors, especially in the military. Insights gained from these taxonomies can then be used to provide guidance for skilled technical people engaged in developing distributed simulations.


In order to realize the potential of computerized simulations for command group training, tactical analyses, and weapon system evaluation, CGFs need to exhibit realistic behaviors (Pew & Mavor, 1997). Yet, realistic, observable behaviors in military scenarios do not exist in isolation. Rather, they are influenced by a variety of factors.

These factors are depicted in Figure ES-1. The conceptual model presented in this figure has three main elements. The “I-shaped” object at the far right represents the “output” performance that is of interest to simulation developers and/or users. The vertical portion of this “I-shaped” object represents human performance in a specific situation. The two “serifs” of the “I” indicate complementary approaches to the evaluation of this performance: the evaluation of performance outcomes, and the evaluation of the processes used in the performance. 

The oval labeled “performance moderators” near the center of Figure ES-1, the second main element of this conceptual model, incorporates three types of factors that serve as “input” to a specific scenario. These factors can be defined and modified by simulation developers and/or users in scenarios of interest. They include the demands of a specific situation, individual/team/unit readiness, and human responses to stress (Fineberg, 1995; Pew & Mavor, 1998). These factors can enhance performance (e.g., relevant and timely training) or degrade it (e.g., fatigue, high temperatures, fear, low morale, lack of unit cohesion). Sometimes, the same factor can have different effects depending on the circumstances (e.g., training is generally expected to enhance performance, but occasionally prior learning/training can result in “negative transfer” that inhibits new learning (Wickens, 1992).
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The cube at the far left of Figure ES-1 represents the third main element, the literature on organizational behaviors, and it indicates the three characteristics that make it difficult to compare one taxonomy to another. These characteristics include the unit of analysis (i.e., individual, team/group, organization), the level of abstraction (i.e., specific task behaviors, generic task functions, or general behavioral functions [Rasmussen, Pejtersen, & Goodstein, 1994]), and the scientific basis for the taxonomy (i.e., psychology, biology, management, etc.). The information incorporated in this cube can serve as “input” to those engaged in designing, developing, and/or using simulations, and it is likely to be relevant to organizations engaged in a large variety of military and combat scenarios.

The amount of detail provided in analyses/descriptions of individual/team/task behavior(s) ranges widely. Some analyses/descriptions indicate step by step procedures in excruciating detail; others assume prior knowledge and skill as “givens” and proceed from these “givens” to consider the task behavior(s) of interest. 

Depending on the context and the amount of detail in the analyses/descriptions under consideration, the term behavior in the phrase “combat/task behavior(s)” may refer to the WHAT of a specific behavior or to the HOW of performing that same behavior. When one moves from the level of behavioral analysis/description to that of functional analysis/description a profound change occurs in the nature of the information available. The available information changes from the “WHAT” and/or the “HOW” of task performance, to information about the “WHY” of task performance. As a result the information is likely to be structured in terms of goals, or reasons, or purposes, or intentions rather than in terms of particular procedures. This restructuring occurs because when task performance is analyzed/described in terms of functions, a number of different behaviors may be used to achieve the desired goal, reason, purpose, or intention. For example, if “communication” were specified as an essential function, that function could be realized in a variety of ways. People could communicate using the spoken word in person, or mediated through some type of technology such as a telephone, tape recording, video recording, or video conference call. People could communicate using the written word through the use of hard copy or some type of electronic media such as e-mail or fax. And, of course, in some situations there are additional, more subtle, aspects of communication such as gesture and tone of voice. 

The converging lines that move from the left to the right, are intended to suggest that the general information about organizations, functions, and behaviors is filtered through the demands of a specific scenario to result in the final, observable performance.

In addition to describing key elements of the conceptual model presented in Figure ES-1, this overview is intended to communicate the importance of context, of sensitivity to the level of analysis being provided by a specific source, and of awareness of the level of scientific knowledge presented in a specific source (i.e., knowledge derived using the assumptions, concepts, and methods of the physical sciences, the life sciences, or the human sciences). When considering issues as complex and multi-faceted as human performance and organizational behaviors in the military, it is crucial to ensure that one is “comparing apples to apples.” Without vigilance in this regard, differences in terminology and methodology are likely to lead to confusion.

An exhaustive literature search led to the identification and review of two main types of organizational behavior taxonomies: unidimensional taxonomies and multidimensional taxonomies. The unidimensional taxonomies reported in this document are Leadership (Fleishman, Mumford, Zaccaro, Levin, Korotkin, & Heir, 1991), Team Performance Functions (Fleishman & Zaccaro, 1992), “Human Factors” (Zimm, 1997), and Command and Control (Rotter, Parker, & Holmes, 1992).
The multidimensional taxonomies reviewed in this study were developed using one of three strategies: the common sense (heuristic) approach, the application of some theoretical base, and empirical analysis using data to generate the categories. The multidimensional taxonomies based on the common sense approach reviewed in this document are: A Basic Classification Structure (Indik, 1968; Indik & Berrien, 1963), A General Social System Model (Sells, 1968), Structure and Process Organizational Taxonomy (SPOT; Appel, Grubb, Elder, Leamon, Watson, & Earles, 1991), and Categorizing Industrial/Orgaonizational (I/O) Psychology and Organizational Behavior (OB) Issues in the Military: A Taxonomy (Nebeker, 1994). It should be noted that in the literature review conducted in conjunction with the development of SPOT, Appel et al. (1991) concluded that there were only two comprehensive taxonomies, Indik’s (1968) and Sells’ (1968).

The 39 critical combat functions in military operations provide another taxonomy based on the common sense approach, and they are also discussed (Lewman, Mullen, & Root, 1994; US Army Research Institute for the Behavioral and Social Sciences, 1996). Complete task analysis documents have been published for 24 of the 39 Critical Combat Functions. 

Only one theoretically based multidimensional taxonomy was identified and, therefore, reviewed; A Theoretically Based Multidimensional Taxonomy: Living Systems Theory (LST, Miller, 1965a, 1965b, 1965c). One empirically based multidimensional taxonomy was also identified and reviewed, An Empirically-Based Multidimensional Taxonomy (Baudhuin, Swezey, Foster, & Streufert, 1985). 
Additionally, taxonomies designed for use by computer generated/synthetic forces are also described. These include A Comprehensive Taxonomy of Human Behaviors (Fineberg, 1995), Typical Behaviors of Hostiles and Neutrals (Lind, 1995, Abstract) and Performance Requirements for Virtual Environments (Jacobs, Crooks, Crooks, Colburn, & Furness, 1992).

Finally, the appendices resulting from this effort include abstracts reviewed for the development of this document. These are divided into six appendices that include abstracts concerning performance processes and outcomes, performance moderators, unidimensional organizational taxonomies, critical combat functions, multidimensional organizational taxonomies, and computer modeling/computer generated forces.

1. Introduction

1.1. Background

Computer Generated Forces (CGFs) are an essential part of many distributed simulations used for command group training, tactical analyses, and weapon system evaluation. However, experts are beginning to understand that in order to realize the full potential of these simulations, CGFs must behave in a manner that is representative of actual forces under comparable conditions. Several factors contribute to the perceived lack of realism in CGFs. These factors include the need to be able to:

· Represent both individual and organizational behaviors (Pew & Mavor, 1997)

· Simulate not only behaviors that are dependent on the physical attributes of weapons systems but also behaviors that are dependent on human perception and cognition (e.g., information processing, learning, decision making) (Winsch, Clifton, & Atwood, 1996),

· Present behaviors that manifest differences in readiness and demand (Fineberg, 1995),

· Portray performance degradation due to physiological (e.g., fatigue), psychological (e.g., morale, unit cohesion), and environmental factors (e.g., temperature, need to wear personal protective gear) (Fineberg, 1995), and

· Depict behaviors of forces engaged in conventional combat, maneuver warfare, and missions other than war (Fineberg, 1995; Lind, 1995, Abstract; Zimm, 1997).

Complicating the situation is the fact that individuals skilled in the technical aspects of developing simulations (e.g., computer architectures, programming languages, hardware, and software) may not be knowledgeable about the factors listed above. In addition, they may not have ready assess to usable data and information about these types of factors.

1.2. Purpose


Thus, the Defense Modeling and Simulation Office (DMSO) tasked the Crew System Ergonomics/Human Systems Technology Information Analysis Center (CSERIAC) to identify taxonomies of organizational behaviors, especially in the military. Insights gained from these taxonomies can then be used to provide guidance for skilled technical people engaged in developing distributed simulations.

1.3. Overview

The remainder of this study is structured in four sections. Section 2, Approach, highlights the multidisciplinary nature of the effort and presents background information to help the reader reconcile the diversity of ideas presented in the Findings section. Section 3, Method, furnishes a brief description of the process used to prepare this study. Section 4, Findings, offers a conceptual model that integrates the information identified in this study and describes a number of taxonomies of organizational behaviors. Section 5 provides a summary, Section 6 conclusions, and Section 7 recommendations. Abstracts identified during the literature search have been classified according to the major categories used in the conceptual model presented in Section 4 and are presented in six Appendices.

2. Approach

2.1. The Study of Organizational Behavior Is Multi-Disciplinary in Nature


The study of organizational behavior
 is a multidisciplinary endeavor, and key assumptions, concepts, and methodologies have come from psychology, sociology, anthropology, and political science. Additional contributions have come from management science, economics, and history. It could also be argued that other disciplines such as social administration/policy, industrial relations, international relations, and computer science have contributed as well (Furnham, 1997). As used in this study, the term organizational behavior incorporates information that is useful in understanding the behavior of individuals in small groups and of small groups in organizations that are embedded in the sociocultural environment (based on Indik, 1968).

The literature of organizational behavior, because of its multi-disciplinary nature, is characterized by terminological and methodological diversity and by the potential for confusion. One reason for the confusion is that the different contributing disciplines typically use different units of analysis for their studies (e.g., the individual in isolation, the individual as part of a group, the group as an entity, the group within an organization, the organization as a whole, the organization within a culture, etc.). A second reason for the confusion is that a single concept (e.g., leadership) can often be studied from a multitude of perspectives using several different levels of analysis (e.g., characteristics of individual leaders, techniques of leading groups). Resolution of some of this confusion is made easier by an awareness of several ideas derived from what has been called “the new science” (Wheatley, 1994) or “the new paradigm in science” (Harman, 1998, p. 55).

2.2. Key Ideas From “The New Science” Help Clarify Relationships Between Ideas from Contributing Disciplines

Traditionally, science has been based on the principles of determinism, objectivism, positivism, and reductionism. However, profound conceptual changes have been occurring since the early part of this century—changes so far-reaching in their implications that some would call it a paradigm shift (Kuhn, 1970). As a result, some writers have begun to refer to this new conception of science as “the new science” (Wheatley, 1994) or “the new paradigm of science” (Harman, 1998, p. 55). Key ideas from this new science direct attention to the importance of the relationships between parts and wholes, and to the value of complementary explanations of a single phenomenon. For those uninterested in philosophical issues, it is possible to skip directly to Section 3, Method. However, an understanding of these ideas helps to clarify the structure and the logic of the conceptual model presented in Section 4.1.

2.2.1. 
The Whole Is Equal to More than the Sum of Its Parts: The Concept of Holism


The concept of holism is an important characteristic of the new science. It emphasizes the relationships between parts and wholes, and in simplest terms, suggests that a whole is equal to more than the sum of its parts. Such a whole cannot be understood simply by studying each of its component parts, because something will always be missing. As Koestler (1979) put it, the attributes of “a whole are more complex than the attributes of its parts” (p. 25).
 Thus, a piece of military equipment may have attributes that one might not suspect simply by examining its component parts; an individual warfighter is more than the sum of his/her organs and tissues; and a military battalion has characteristics that are not simply the sum of the behaviors of the component warfighters.

An important, but little appreciated implication of the concept of holism is that “if characteristics emerge at higher systems levels that are qualitatively different from those at lower levels, then the sciences appropriate to different system levels will be qualitatively different” (Harman, 1998, p. 90; italics original). Thus, the scientific methods and resultant explanations that are useful at the cellular level, are qualitatively different from the scientific methods and resultant explanations that are useful at the organizational level.

2.2.2. 
An Application of the Concept of Holism: Holons, Holarchies, and the Holarchical Structure of Scientific Knowledge

Koestler (1979) has introduced two terms that are closely related to the concept of holism: holon and holarchy. The term holon refers to an entity that is both a coherent and quasi-autonomous whole made up of many parts, and a dependent part of some larger whole. Holons exist in many realms, including the micro-worlds of individual cells and sub-atomic particles, and in the macro-worlds of organizations, human societies, and interstellar space. They can be found in realms related to living organisms, intellectual ideas, processes, and structures. For example, cells can be viewed as entities in and of themselves; cells can also be viewed as parts of organs. In a similar fashion, organs (e.g., heart, liver, lungs) can be viewed as entities in and of themselves; organs can also be viewed as parts of an organism (e.g., a human being). Human beings can be viewed as entities in and of themselves; they can also be viewed as parts of a team/group. And, teams/groups can be viewed as entities in and of themselves; they can also be viewed as parts of an organization. 

The term holarchy (Koestler, 1979) refers to an entity consisting of holons that are organized in a hierarchical fashion. A holarchy can have a clearly defined top and bottom, or it can be open-ended in one or both directions. Holarchies are characteristic of relatively stable structures such as buildings, and of predictable processes such as the manufacture of a product. They are also characteristic of living organisms, skilled activities, social organizations, cognitive concepts, and the universe at large.

Harman (1998) uses the terms holon and holarchy to argue for structuring scientific knowledge in terms of four holarchic levels—that is, to structure scientific knowledge in terms of four levels, each of which can be viewed both as a whole in and of itself and as a part of a larger whole. These four levels include Level 1, the physical sciences (e.g., physics); Level 2, the life sciences (e.g., the biological and health sciences); Level 3, the human sciences (e.g., psychology); and Level 4, the “spiritual” sciences (e.g., the sciences that investigate “the deep subjective experiences of untold mystics, prophets, artists, and poets down through the ages” (Harman, 1998, p. 93) (see Figure 1).





Based on Harman, 1998, pp. 92-98.

Figure 1. Holarchic structure of scientific knowledge.

At Level 1 of this holarchy—the physical sciences—explanations of phenomena are generally structured in terms of reductionistic, physical causality. At Level 2—the life sciences—many explanations are structured in terms that are compatible with the physical sciences, but some new concepts are needed (e.g., the holistic concepts of an organism, and the teleological
 concept of function) in order to address all of the phenomena of interest. At Level 3—the human sciences—some explanations can be structured in terms that are compatible with Level 1 and with Level 2 science (i.e., they can be structured in terms that are compatible with the physical sciences and the life sciences). However, more holistic and abstract concepts are needed to explain some of the phenomena of interest (e.g., concepts such as personality, purpose, attention, and comprehension). At Level 4, the “spiritual” sciences, some explanations can be structured in terms that are compatible with the physical, life, and/or human sciences, but once again, more holistic and abstract concepts are also needed (e.g., “universal purpose” [Harman, 1997, p. 93]).

Embedded in this understanding of the holarchic structure of scientific knowledge is the notion that “every holon gets its purpose or meaning from the next higher holon level” (Harman, 1997, p. 93). Thus, it is possible to study human behavior in terms of observable behavior as in strict behavioral conditioning (a Level 2 scientific approach). It is also possible to study human behavior in terms of its function (e.g., to communicate, people may use a variety of means to achieve the desired end of communication).


Acceptance of this holarchical understanding of the structure of scientific knowledge has several profound implications (Harman, 1998). First, it broadens the range of questions that are appropriate for scientific study, because a question that is inappropriate for study at one level of scientific investigation, may be wholly appropriate at another. For example, questions about human functions and purposes have no place in the physical sciences or in strictly behaviorist science; yet, they may be meaningfully studied at other levels of scientific investigation. Second, this holarchical understanding of the structure of scientific knowledge legitimizes the idea that multiple models and metaphors of a single phenomenon can co-exist in a complementary, rather than a contradictory, relationship. These models can be drawn from the same level of science as in the classic example of the explanations of light as both a wave and a particle, or they can be drawn from different levels of science as in explanations of performance degradation due to temperature or fatigue (probably Level 1 or Level 2 science) or due to low morale and lack of unit cohesion (potentially Level 3 science). In addition, this holarachical understanding of the structure of scientific knowledge allows investigators to reframe questions so that they can be addressed using techniques appropriate to different levels of science. As a result, many major scientific controversies simply disappear (e.g., the classic debate about the mind-body issue in psychology can be resolved when the “body” is seen as a Level 2 scientific concept, while the “mind” is more likely a Level 3, or perhaps a Level 4, concept. 

2.2.3. 
Complementary Modes of Scientific Explanation


Traditionally, scientific explanations have been reductionistic in nature, and the scientist has attempted to explain the phenomena of interest in terms of more basic (or elemental) phenomena. In terms of the pyramid shown in Figure 1, these explanations represent a “downward-looking” (Harman, 1998, p. 97) attempt to explain a whole in terms of its parts, and in terms of the links-in-a-chain concept of causality that characterizes the physical sciences.
 Gradually, and often reluctantly, scientists are finding it necessary to construct explanations in terms of concepts from other scientific levels in an “upward-looking” (Harman, 1998, p. 97) attempt to explain phenomena, often in terms of their function, or purpose, or goal.

In terms of Harman’s (1998) understanding of the holarchical structure of scientific knowledge, it is clear that downward-looking and upward-looking explanations are likely to come from the use of concepts and methods associated with different levels of science. These two types of explanations (in terms of causes—downward-looking—and in terms of reasons—upward-looking) complement one another (i.e., they make the explanation more complete). Yet, these two types of explanations are simultaneously mutually exclusive (Polanyi, 1951). They each contribute to our understanding, but they cannot be reduced one to the other.


The existence of these two distinct types of explanation—downward looking and upward looking—underscores the reality of Holton’s (1970) assertion that "clarity does not reside in simplification and reduction to a single, directly comprehensible model, but in the exhaustive overlay of different descriptions that incorporate apparently contradictory notions” (p. 1018). It also provides insight into another factor that makes the literature of organizational behavior potentially confusing—because different explanations may be rooted in the assumptions, concepts, and methods of different levels of science.

3. Method


Because of the multi-disciplinary nature of the organizational behavior literature and because of the intended military application of information identified in this study, this effort has been conducted in several phases:

· Identify literature about organizational behavior taxonomies and models in major military and government databases, specifically databases administered by the Defense Technical Information Center (DTIC), the National Technical Information Service (NTIS), and the National Aeronautics and Space Administration (NASA).

· Extract key ideas and concepts about organizational behavior from the literature identified in the military and government databases and conduct a limited search in commercial on-line databases.

· Develop a conceptual model for integrating information identified in the literature searches.

· Describe the most insightful unidimensional and multidimensional taxonomies of organizational behaviors that were found.

The taxonomy of organizational behaviors that are described reflect the oft-cited criticism that they lack a theoretical foundation to describe the relationships among categories (Fineberg, 1995).

4. Findings

4.1. Realistic Human Performance Is Influenced by Many Factors


In order to realize the potential of computerized simulations for command group training, tactical analyses, and weapon system evaluation, Computer Generated Forces (CGFs) need to exhibit realistic behaviors (Pew & Mavor, 1997). Yet, realistic, observable behaviors in military scenarios do not exist in isolation. Rather, they are influenced by a variety of factors.


These factors are depicted in Figure 2. The conceptual model presented in this figure has three main elements. The “I-shaped” object at the far right represents the “output” performance that is of interest to simulation developers and/or users. The vertical portion of this “I-shaped” object represents human performance in a specific situation. The two “serifs” of the “I” indicate complementary approaches to the evaluation of this performance: the evaluation of performance outcomes, and the evaluation of the processes used in the performance. Both strategies are used in the military and both are useful, but they are useful for different purposes (Cameron, Gentner, Schopper, & Mahaney, 1997; Moses, 1995).
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The oval labeled “performance moderators
” near the center of Figure 2, the second main element in this conceptual model, incorporates three types of factors that serve as “input” to a specific scenario. These factors can be defined and modified by simulation developers and/or users in scenarios of interest. They include the demands of a specific situation, individual/team/unit readiness, and human responses to stress (Fineberg, 1995; Pew & Mavor, 1998). These factors can enhance performance (e.g., relevant and timely training) or degrade it (e.g., fatigue, high temperatures, fear, low morale, lack of unit cohesion). Sometimes, the same factor can have different effects depending on the circumstances (e.g., training is generally expected to enhance performance, but occasionally prior learning/training can result in “negative transfer” that inhibits new learning [Wickens, 1992]).


The cube at the far left of Figure 2 represents the third main element, the literature on organizational behaviors, and it indicates three characteristics that make it difficult to compare one taxonomy with another. These characteristics include the unit of analysis (e.g., individual, team/group, unit/organization), the level of abstraction (i.e., specific task behaviors, specific task functions, general behavioral functions [Rasmussen, Pejtersen, & Goodstein, 1994]), and the scientific basis for the taxonomy (i.e., psychology, biology, management etc.). The information represented by this cube can serve as “input” to those engaged in designing, developing, and/or using simulations, and it is likely to be relevant to organizations engaged in a large variety of military and combat scenarios.

The amount of detail provided in analyses/descriptions of individual/team/task behavior(s) ranges widely. Some analyses/descriptions indicate step by step procedures in excruciating detail; others assume prior knowledge and skill as “givens” and proceed from these “givens” to consider the task behavior(s) of interest.

Depending on the context and the amount of detail in the analyses/descriptions under consideration, the term behavior in the phrase “combat/task behavior(s)” may refer to the WHAT of a specific behavior or to the HOW of performing that same behavior.
 When one moves from the level of behavioral analysis/description to that of functional analysis/description, a profound change occurs in the nature of the information available. The available information changes from the “WHAT” and/or the “HOW” of task performance, to information about the “WHY” of task performance. As a result the information is likely to be structured in terms of goals, or reasons, or purposes, or intentions, rather than in terms of particular procedures.
 This restructuring occurs because when task performance is analyzed/described in terms of functions, a number of different behaviors may used to achieve the desired goal, reason, purpose, or intention. For example, if “communication” were specified as an essential function, that function could be realized in a variety of ways. People could communicate using the spoken word in person, or mediated through some type of technology such as a telephone, tape recording, video recording, or video conference call. People could communicate using the written word through the use of hard copy or some type of electronic media such as e-mail or fax. And, of course, in some situations there are additional, more subtle, aspects of communication such as gesture and tone of voice. 

The converging lines that move from the left to the right, are intended to suggest that the general information about organizations, functions, and behaviors is filtered through the demands of a specific scenario to result in the final, observable performance.

In addition to describing key elements of the conceptual model presented in Figure 2, this overview is intended to communicate the importance of context, of sensitivity to the level of analysis being provided by a specific source, and of awareness of the level of scientific knowledge presented in a specific source (i.e., knowledge derived using the assumptions, concepts, and methods of the physical sciences, the life sciences, or the human sciences; see section 2.2.2 for additional information about levels of scientific knowledge). When considering issues as complex and multi-faceted as human performance and organizational behaviors in the military, it is crucial to ensure that one is “comparing apples to apples.” Without vigilance in this regard, differences in terminology and methodology are likely to lead to confusion.

In the following sections, key findings with respect to each of the elements portrayed in Figure 2 will be described starting from the goal (effective human performance), and working back through performance moderators, to descriptions of the most interesting taxonomies of organizational behaviors that were identified in this study. It should be noted, however, that the term “taxonomy” is used in the simplest sense of the word—as simply a classification, or grouping, of things based on common attributes or characteristics. As used in this study, it does not imply some sort of relationship between categories as in the more rigorous taxonomic schemes found in other studies of behavioral taxonomy or in the taxonomies used in the biological sciences.

4.2. Performance: Outcomes and Processes

The performance of primary interest in this study is that of the CGFs that are used in a variety of military simulations including those used for command group training, tactical analyses, and weapon system evaluation.
 Many of the details of real-life human performance may not need to be represented in such simulations, but the performance that is represented must be “realistic, creative, adaptive, and consistent with military doctrine” (Pew & Mavor, 1997. p. 9). It must appear to simulation users to be like real individuals and units engaged in comparable scenarios.

The performance of interest needs to include representations of capable, trained individuals, teams/groups, and units/organizations. It needs to exhibit the variability associated with individual differences and with reasoned human behavior in highly complex and dynamic environments, and it needs to be able to adapt to changes in the situation. Individuals, teams, and units need to be able to detect and identify enemy units and friendly units. Communication processes need to reflect appropriate military doctrine. Decision-making needs to respond to the reality of the current situation, and movements through the battlespace must be realistic (Pew & Mavor, 1997). Performing these complex and dynamic tasks, requires both invisible, or at least largely invisible, representations of human cognitive processes such as sensation, perception, long- and short-term memory, situation awareness, decision-making, and task management, and visible human motor processes (Pew & Mavor, 1997).
According to Fineberg (1995), evaluation of the performance of CGFs can be accomplished using the same types of performance measures as evaluation of human forces (Fineberg, 1995). Such evaluation is often conceived of in terms of outcomes and processes. Outcome measurement and evaluation provides objective information about combat effects such as bombs on target and battle damage and is useful in determining “whether we are winning or losing” (Moses, 1995, p. 1309). Process measurement and evaluation provides information about “whether what should have happened did happen” (Moses, 1995, p. 1309) and “judgments of how well events and sequences of events were carried out in relationship to mission requirements: coordination, communication, adaptation, and situational awareness” (Moses, 1995, p. 1309). It is useful for diagnosing strengths and weaknesses in performance and for providing feedback during training.

With the increasing sophistication of military simulations, it is now possible to look not only at individual performance, but also at team and unit performance (US Congress, Office of Technology Assessment, 1995). At the same time, researchers interested in team performance have begun to realize that task work skills and teamwork skills are separate and distinct and that they must be trained accordingly (e.g., Bailey, Johnston, Smith-Jentsch, Gonos, & Cannon-Bowers, 1995;  Druckman & Bjork, 1994; Salas & Swezey, 1992). This change in focus from individual performance to team/unit performance requires consideration of new measures of performance because good team/unit performance requires not only competent individual performance, but also competent performance in terms of a whole new set of criteria that are unique to the team/unit environment.
 

Several performance evaluation strategies have been developed that systematically assess both relevant task skills and general team behaviors. For example, the Teamwork Observation Measure (TOM; Dwyer, Oser, & Fowlkes, 1995) includes assessment of communication, coordination, adaptability, and situation awareness and is designed to be used in conjunctions with the Targeted Acceptable Responses to Generated Events or Tasks (TARGETs) evaluation strategy (Dwyer et al., 1995; Fowlkes, Lane, Salas, Franz, & Oser, 1994). The Military Crew Competence Model (MCCM; Kokorian, 1995) includes assessment of three types of factors:

· “The externals” including mission conditions (e.g., time and physical resources) and crew characteristics (e.g., size of crew, technical skills possessed by crewmembers, and operational experience),

· “The internals” including the competencies of co-deciding, communicating and controlling (tracking performance to detect problems and coordinate activities) that contribute to overall crew cohesion, and

· “The outcomes” that assess crew success or failure in achieving mission objectives.

The Anti-Air Warfare Teamwork Observation Measure (ATOM) is an approach that assesses critical task skills and team behaviors at pre-determined trigger-events during a particular scenario (Bailey et al., 1995).

Research using data from the National Training Center has shown that an understanding of WHAT occurred during a particular scenario does not necessarily provide the information necessary to understand WHY it occurred (Lewman, et al., 1994). This latter type of information is essential to provide feedback for warfighters, and the awareness of this need has led to the identification of 39 Critical Combat Functions (CCFs) (see Section 4.4.2.1). 
4.3. Performance Moderators


Realistic individual, team/group, and unit/organization performance is moderated (i.e., modified or tempered and made less extreme in either a positive or negative sense) by a variety of factors. Some of these factors can enhance performance (e.g., appropriate training and relevant experience). Some can degrade performance (e.g., fatigue, heat, fear). Some can enhance performance or degrade performance depending on the situation (e.g., workload, time pressure, even training if one gets into a situation of negative transfer). Some factors are external to the warfighter (e.g., availability of equipment, environmental conditions, specific tasks to be performed) and help to define the demand associated with a specific situation. Some are internal to the warfighter (e.g., individual, team/group, or unit/organization skills and abilities; morale, fatigue) and influence the readiness of a particular individual/team/unit. As Fineberg (1995) has noted, demand and readiness interact so that if readiness exceeds demand, then effective performance can be expected. But as demand increases, the available reserve capacity diminishes. As the demand begins to exceed readiness, symptoms appear and performance may be degraded. The probability of meeting the demand may be diminished as well.
Table 1 shows some performance moderators that have been identified in Fineberg (1995), Korkorian (1995), Pew and Mavor (1998), and Zimm (1997). Factors related to mission, function, and task environment have been placed in the column labeled “demand.” Factors related primarily to the individual, team, and/or unit who must carry out the mission, function, and task have been placed in the column labeled “readiness.” Within each column, factors have been divided between those that define initial levels of demand and readiness and those that may evolve during the course of action associated with a particular scenario and may serve to exacerbate demand or degrade readiness. 

In some cases, a factor could probably be located in more than one cell, but for simplicity, each factor has been listed only once. In addition, it is important to recognize that the factors in the four cells in Table 1 are “holons.” That is, they can be viewed as wholes in and of themselves or they can be viewed as parts of some larger whole. For example, it is possible to have a study of the effects of fatigue on performance where fatigue is the cause and some type of performance degradation is the effect. It is also possible to have a study where fatigue is part of a larger study where it is the effect of some other cause (e.g., sustained operations).
 Clarity regarding the focus of the analysis (toward the situation or toward the people) and the level of the analysis (toward the mission/function/task or individual/team/unit) is essential. Otherwise, the potential for confusion and misunderstanding is considerable.
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 DEMAND
READINESS

Initial Antecedents to Demand:

External to Warfighter(s)
Initial Antecedents to Readiness:

Internal to Individual Warfighter(s)

· MISSION OBJECTIVES

· COMBAT FUNCTIONS

· TASK DEMANDS

· Physical workload

· Mental/cognitive workload

· Complexity (e.g., number of outputs, duration of outputs, elements per output, number of steps)

· Precision

· Response rate

· Simultaneity

· PHYSICAL/ENVIRONMENTAL CONDITIONS

· Combat intensity

· Weather

· Terrain

· Time

· Toxins/need for personal protective equipment

· Wounds

· Disease

· Work shift (length and time of day)

· Sights and sounds

· PHYSICAL RESOURCES

· PERSONNEL RESOURCES

· CONSTRAINTS
· TRAINING/EDUCATION

· Relevance of knowledges, skills, and abilities

· Communication

· Leadership

· Decision-making 

· Tracking performance to detect problems and coordinate actions

· Level of training

· PERSONNEL CHARACTERISTICS

· Physical/Physiological Characteristics

· Fatigue

· Cognitive Characteristics 

· Intelligence

· Psychological Characteristics

· Personality

· Emotions (e.g., fear, hopelessness)

· Attitudes

· Cultural values

· Individual/Team/Unit Morale

· Personal well-being

· Family support

· TEAM/UNIT FACTORS 

· Structure

· Size

· Leadership

· Familiarity with role in team/unit structure

· Experience together as a team/unit

· Experience

· Relevant operational experience

· Familiarity with mission

· Morale/Fighting Spirit

· Unit cohesion

Based on Fineberg (1995), Kokorian (1995), Pew and Mavor (1998), and Zimm (1997).

NOTE: In addition to the literature summarized in Table 1, there is an extensive literature concerning the degradation that may occur as symptoms increase in severity and as reserve capacity diminishes in comparison to demand.
 

Table 1. Initial and Evolving Factors Contributing to Demand and Readiness (continued)

DEMAND
READINESS

Evolving Exacerbators of Demand:

External to Warfighter(s)
Evolving Degradors of Readiness:

Internal to Individual Warfighter(s)

· ACTIONS BY OPPOSING FORCES

· Surprise

· Unexpected engagement

· Psyops

· Flank attack

· Hasty attack

· OUTCOMES OF ACTIONS BY OPPOSING FORCES OR BY INDIVIDUAL/TEAM/UNIT

· Casualties

· Logistics shortfalls

· Weapons inadequacy

· Communications failure

· Poor leadership decisions

· Encirclement/envelopment/penetration of position

· Isolation

· OTHER

· Failure of proximate unit

· Extreme weather conditions
· SOMATIC SYMPTOMS

· Upset stomach

· Shortness of breath

· Pounding heart

· EMOTIONAL SYMPTOMS

· Anxiety

· Depression

· Anger

· BEHAVIORAL SYMPTOMS

· Irritable

· Panicky

· Paralyzed

· COGNITIVE SUMPTOMS

· Hyper-alertness

· Perseveration

· Hallucinations

· SOCIAL SYMPTOMS

· Lack of trust

· Lack of concern

· Self-serving

Based on Fineberg (1995), Kokorian (1995), Pew and Mavor (1998), and Zimm (1997).

4.4. Taxonomies of Organizational Behaviors


The development of taxonomies of organizational behaviors has been of interest to researchers for several decades, and three basic approaches have been used in developing categories: “(1) the ‘traditional, folk, or common sense classification; … (2) the theoretical, a priori, or heuristic; … and (3) empirical taxonomies’” (Warriner, 1980, pp. 1-3, cited in Baudhuin, et al., 1985, p. 2; see also Rich, 1992). Each type of classification is represented in the literature identified this study. However, each type has its limitations. Common sense taxonomies, though widely used, are “bound by the limitations, the biases, and/or the organizational frames of reference of those doing the classification” (Baudhuin et al., 1985, p. 2). Theoretical taxonomies are profoundly influenced by the adequacy of the underlying theory that serves as the basis for deriving the categories. Empirical taxonomies use categories that are derived from the data rather than from some theory, and they are heavily dependent on the representativeness of the sample of organizations and variables considered in deriving the categories (Baudhuin et al., 1985).


In our review of taxonomies, we initially focused on multi-dimensional taxonomies of organizational behaviors, but found only one clear cut example of a theoretically-based taxonomy, and one of an empirically based taxonomy. Therefore, we expanded our search for taxonomies to include both multi-dimensional taxonomies (i.e., taxonomies that address a variety of aspects of organizational behaviors) and unidimensional taxonomies (i.e., taxonomies that address a single aspect of organizational behavior) that seem potentially useful in the context of CGFs.


The taxonomies presented in this section have been divided into two groups: unidimensional and multidimensional. Each taxonomy described, whether unidimensional or multidimensional, is basically a classification of variables that can be used to characterize one or more dimensions of a wide variety of organizations, both military and non-military. Each provides a somewhat different framework for understanding and offers different insights about important issues. The goal is to gain some understanding of the breadth of possibilities that exist, rather than to attempt to determine the “best” taxonomy. 

4.4.1. 
Unidimensional Taxonomies of Organizational Behaviors

Four unidimensional taxonomies have been selected for description in this section. The first taxonomy addresses the phenomenon of leadership. (Fleishman, et al., 1991) The authors of this taxonomy view leadership as a functional phenomenon and identify four superordinate and thirteen subordinate dimensions of this phenomenon. The second taxonomy provides insight into seven team functions (Fleishman & Zaccaro, 1992) that must be performed if a team is to function in a coordinated fashion. The third taxonomy (Zimm, 1997) directs attention to the impact of uniquely human characteristics, Zimm refers to them as “human factors,” that can serve to moderate battlefield performance. The fourth addresses the issue of military command and control (Rotter, Parker & Holmes, 1992).

4.4.1.1. Organizational Leadership Behaviors (Fleishman, Mumford, Zaccaro, Levin, Korotkin, & Heir, 1991)

Efforts to understand organizational leadership behavior have been ongoing for decades, and numerous systems for classifying leadership behaviors have been proposed. Based on a review of 65 such systems found in the psychological, management, and military research literature, Fleishman, et al. (1991), developed a taxonomy to describe the functional behavioral requirements for effective organizational leadership. In this literature review they found three essential differences between the various taxonomies: 

· Differences in the theoretical foundations used to develop the taxonomies,

· Differences in the methods used to develop the taxonomies, and 

· Differences in the intended uses/purposes of these taxonomies.

They also identified several elements that were common to many of these taxonomies including use of dimensions “focusing on … the facilitation of group social interaction,” (p. 253), consistent reference to management/administration functions related to the management of human and material resources, and a trend among taxonomies dating from the middle 1970s to the middle 1980s to include “dimensions concerned with information acquisition and utilization” (p. 254). 


Fleishman et al. (1991) approach organizational leadership from the perspective of socio-technical systems theory.
 From this perspective, organizations are goal-directed entities and “organizational leadership behavior constitutes a functional phenomenon by virtue of its focus on goal definition and attainment” (Fleishman et al., 1991, p. 257). From this functional perspective, organizational leadership is essentially a type of “social problem-solving directed toward organizational goal attainment” (Fleishman et al., 1991, p. 276). While it is true that there is likely to be a great deal of variability in leader behavior, there is a common core of activities that is essential to “effective generation, selection, and implementation of problem solutions” (Fleishman et al., 1991, p. 259). These common activities define the four superordinate dimensions of this functional taxonomy of leader behavior:

· Searching for and structuring information to provide a basis for defining and solving problems,

· Using information for problem solving,

· Managing personnel resources, and

· Managing material resources.

These categories, in contrast to those of many other taxonomies, represent complex, interdependent activities that are not mutually exclusive. 


To provide more precision to the description of organizational leader behavior, Fleishman et al. (1991) developed a set of 13 lower-order dimensions—Leader Behavior Dimensions (LBDs)—that help to clarify the kinds of behaviors associated with each of the superordinate dimensions (see Table 2). In viewing the several dimensions of leadership behavior shown in Table 2 it should be noted that they do not represent independent dimensions. Also, their importance and the way they are implemented will vary with the type of organization, the position of the leader (e.g., Chief Executive Officer, middle management), and the problem at hand.
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Superordinate Dimensions of

Leadership Behavior
Component Leadership Behavior Dimensions (LBDs)

Searching for and structuring information to provide a basis for defining problems


· Acquiring raw information from pertinent sources

· Organizing raw information to create knowledge, and evaluating this knowledge with respect to its usefulness in achieving organizational goals

· Providing feedback and control based on guidance and directives that have been issued and on actions that have been taken to ensure implementation of problem solutions and to assess their effectiveness

Table 2. Functional Dimensions of Leadership (continued)

Superordinate Dimensions of

Leadership Behavior
Component Leadership Behavior Dimensions (LBDs)

Using information for cognitive problem solving


· Identifying needs and requirements associated with a particular idea for solving a specific problem

· Planning and coordinating the activities necessary for implementing an idea for solving a problem

· Communicating with individuals and groups to generate ideas for solutions and to implement ideas for problem solution

Managing personnel resources


· Acquiring and allocating personnel to fill necessary technical and social roles

· Developing personnel through activities such as modeling, coaching, and training

· Motivating personnel through activities such as building cohesion and commitment, providing needed resources, and resolving conflicts

· Using and monitoring personnel through activities such as supervision, policy development, scheduling, and performance monitoring

Managing material resources


· Acquiring and allocating material resources through activities such as budgeting and obtaining new technology

· Maintaining material resources

· Using and monitoring material resources to establish and maintain the technical infrastructure

Based on Fleishman et al. (1991).

4.4.1.2. Team Performance Functions (Fleishman & Zaccaro, 1992)

According to Fleishman and Zaccaro (1992), “relatively little formal knowledge exists regarding the description and analysis of team performance functions” (p. 32). Yet, there is a need for information about the synchronized actions needed to realize the potential of a team. Such information needs to describe coordinated team activities, to be generalizable across task situations, and to be capable of serving as a conceptual basis for valid and reliable team performance measurement.

Team performance is viewed as having two essential components: individual task behaviors and coordinated, task-related team functions.
 It is believed to result from four classes of antecedent variables:

· External conditions imposed on the team (e.g., organizational systems, and environmental uncertainty, and threat),

· Member resources (e.g., member knowledge, skills, abilities, experiences, motives, attitudes, personality characteristics, and traits),

· Task characteristics and demands (i.e., aspects of the task that specify needed individual and synchronized performance), and

· Team characteristics (e.g., group size, cohesiveness) (Fleishman & Zaccaro, 1992).

The taxonomy presented by Fleishman and Zaccaro (1992) builds on an earlier taxonomy developed by Nieva, Fleishman, and Rieck (1978). This initial taxonomy has been revised twice—initially as the result of an empirical evaluation of the taxonomy by Shiflett, Eisner, Price, and Schemmer, 1982, and again after its use in a study of tactical Command and Control teams (Cooper, Shiflett, Korotkin, & Fleishman, 1984). This revised taxonomy builds on the initial team performance taxonomy developed by Nieva, Fleishman, and Rieck (1978), and attempts to extend the work of Fleishman and Quaintance (1984) on individual performance taxonomies to the area of team performance taxonomies.


This team performance taxonomy (Fleishman & Zaccaro, 1992) is intended to contribute to our understanding of team performance. It includes seven primary functions each of which is divided into several component functions (See Table 3). The authors expect that this taxonomy will continue to be revised over time to provide additional clarification and finer distinctions between functions.
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Functions
This function refers to …

(Fleishman & Zaccaro, 1992)
Key Component Functions

(Fleishman & Zaccaro, 1992, p. 51)

I. Orientation Functions
“processes by team members to acquire and distribute information necessary for task accomplishment” (p. 40).
· “Information exchange regarding member resources and constraints”

· “Information exchange regarding team task and goals/mission”

· “Information exchange regarding environmental characteristics and constraints”

· “Priority assignment among tasks”

II. Resource Distribution Functions
“decisions regarding the assignment of members and their resources to particular responsibilities linked to task accomplishment …[and] to insuring the adequacy of resource assignment across subtasks” (p. 44).
· “Matching member resources to task requirements”

· “Load balancing”

III. Timing Functions (Activity Pacing)
“the organization of team resources and activities to ensure that performance tasks are completed within established temporal boundaries” (p. 44).
· “General activity pacing”

· “Individually oriented activity pacing”

IV. Response Coordination Functions
“response sequencing such that member responses are ordered according to perceived task requirements and in such a manner as to avoid conflict and interference” (p. 44).
· “Response sequencing”

· “Time and position coordination of responses”

V. Motivational Functions
“processes of defining team objectives and motivating members to adhere to these objectives” (p. 41).
· “Development of team performance norms”

· “Generating acceptance of team performance norms”

· “Establishing team-level performance-reward linkages”

· “Reinforcement of task orientation”

· “Balancing team orientation with individual competition”

· “Resolution of performance-relevant conflicts”

Based on Fleishman & Zaccaro (1992). 

Table 3. Team Performance Functions (continued)

Functions
This function refers to …

(Fleishman & Zaccaro, 1992)
Key Component Functions

(Fleishman & Zaccaro, 1992, p. 51)

VI. Systems Monitoring Functions
“actions directed toward the detection of errors in the nature and timing of ongoing activities [both team activities and individual activities]” (p. 50).
· “General activity monitoring”

· “Individual activity monitoring”

· “Adjustment of team and member activities in response to errors and omissions”

VII. Procedure Maintenance
“the monitoring of behavior to ensure compliance with established performance standards. The emphasis is not on error detection, but rather on conformity to specified performance protocols” (p. 50).
· “Monitoring of general procedural-based activities”

· “Monitoring of individual procedural-based activities”

· “Adjustments of nonstandard activities”

4.4.1.3. “Human Factors” (Zimm, 1997)

According to Zimm (1997), most computerized combat models are based on the philosophy of attrition where the “path to victory” results in the “physical destruction of the enemy” rather than on maneuver where the “path to victory” results in the “destruction of [the] enemy’s will” (Zimm, 1997, slide 8 of author’s presentation materials). In maneuver warfare, various types of attack impact unit cohesion, morale, fighting spirit and command processes and through these “human factors,” influence the outcome. Zimm’s taxonomy of these “soft,” “human factors” includes eight items—four “human factors,” and four types of effects that can occur (see Table 4) (Zimm, 1997, slide 45).
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“Human Factors”
Deleterious Effects

· “COHESION: the ability of groups to work together”

· “MORALE: the dedication of the individual to the group”

· “FIGHTING SPIRIT: the willingness to accept the risks of enemy fire

· COMMAND PROCESSES/

DECISIONMAKING
· “DISLOCATION: the art of making the enemy’s strength irrelevant”

· “Functional Dislocation: creating a force capabilities mismatch”

· “Positional Dislocation: obtaining positional leverage”

· “INDUCED BEHAVIOR: such as retreat, panic, surrender”

· “DENIED BEHAVIOR: such as inability to move or attack”

· “TRIGGER [BEHAVIOR]: an action that reveals or initiates the behavior”

Based on Zimm (1997, slides 13 and 28).

Zimm indicates that there is some research available about these types of factors, but that it tends to suffer from three problems:

· Lack of a single, common terminology,

· Use of different assumptions in different studies, and

· Use of different perspectives on causality (i.e., does excellent morale and unit cohesion lead to outstanding unit performance or vice versa?) (Zimm, 1997, slides 15 and 41).

Yet, these “soft” factors can have a profound impact on battle outcomes as he shows in his reported simulation results including changes in effectiveness attributed to changes in tempo, decision-making, morale, and surprise. The results of his simulations range from loosing the battle and suffering a complete destruction of the attacking forces when using a frontal attack to winning the battle and suffering 20% casualties in the attacking force when using maneuver warfare plus surprise and degradation of the enemy morale (Zimm, 1997, slides 27-34).

4.4.1.4. Command and Control and Communication

According to Pew and Mavor (1997), “current military simulations rarely model the command, control, and communication structures” (p. 20). Yet, the structures used to disseminate and communicate information are an essential part of the representation of any large organizational unit. DTIC searches (1985 to the present) specifically for command and control taxonomies and for taxonomies of communication produced few citations that appeared relevant. However, the following may merit some consideration: Rotter, Parker, and Holmes (1992), McCallum, Bittner, and Badalamente (1990), Cohen, Tolcott, Martin, Leddo, and McIntyre (1988), Eimer (1987), Witus, Patton, and Cherry (1985), and Gilman (1990). 

4.4.2. 
Multidimensional Taxonomies


According to Baudhuin et al. (1985),
 the central theme in most attempts to develop multidimensional organizational taxonomies is the idea of “determining what and how variables ‘hang together’” (p. 13). A second recurrent theme is the idea of ordering or describing the relationships between the variables of interest; a third is the notion that variables, or dimensions, must be measurable. However, not all of the taxonomies reviewed in this section reflect all of these themes.


Seven taxonomies have been selected for description in this section—five that were developed using a “common sense,” heuristic approach, one that uses a specific theoretical approach, and one that used an empirical approach to develop the categories. The first, the 39 Critical Combat Functions (CCFs,; Lewman, et al., 1994), is not called a taxonomy, but it provides a useful way of identifying and categorizing essential combat functions. The second, a taxonomy by Indik and Berrien (1963; see also Indik, 1968), provides a clear distinction between individuals, groups, and organizations, and distinguishes between structural variables and process/function variables.
 The third taxonomy presents a general social system model (Sells, 1968). This taxonomy, along with the preceding taxonomy by Indik (1968; see also Indik & Berrien, 1963), is one of only two “comprehensive” multidimensional taxonomies identified by Appel, et al., (1991), the authors of the fourth taxonomy reviewed. Their Structure and Process Organizational Taxonomy (SPOT: Appel et al., 1991) is based on the work of Indik (1968), but is much less comprehensive in scope. The fifth taxonomy was developed by Nebeker (1994) as a way of categorizing the major themes in the military research on organizational behavior and industrial/organizational psychology.

The sixth taxonomy, Living Systems Theory (Miller, 1965a, 1965b, 1965c) is the only theoretically-based, multidimensional taxonomy identified. It is not called a taxonomy as such, but it provides a systematic scheme for categorizing key subsystems of any living system (e.g., cell, human being, group, organization).

The seventh, and final, taxonomy reviewed (Baudhuin et al., 1985) is the only empirically based multidimensional taxonomy identified. Although it does not clearly differentiate between individuals, teams/groups, and units/organizations, it does provide a useful overview of the major themes in the research on organizational behaviors. 

4.4.2.1. Critical Combat Functions (CCFs) in Military Operations

Identification of the 39 Critical Combat Functions (CCFs) grew out of efforts to improve large-scale training exercises. They provide a level of analysis and task aggregation that is midway “between the very detailed tasks in the Mission Training Plans and the more global Battlefield Operations Systems” (Lewman, et al., 1994, p. 37).

The Critical Combat Functions indicate vertical and horizontal functional dependencies across echelons. They also specify the principal participants, procedures, and flow of information that is necessary for effective communication and coordination. They can help personnel engaged in the training enterprise identify WHY particular things happened during an exercise, and then help these personnel take appropriate actions to bring about needed improvements. In addition, they “will also enable the design of a more realistic Semi-Automated Force (SAFOR)” (Lewman et al., 1994, p. 37).

The effort to identify the Critical Combat Functions involved extensive study of data collected at the National Training Center—both data derived from available instrumentation and data derived from other sources such as observer/controller notes, videos of After Action Reviews, communications tapes, and narratives provided with Take Home Training Packages. Researchers found that it was relatively simple to determine WHAT happened during training exercises using data from available instrumentation. Determining WHY it happened, proved far more difficult. Eventually researchers realized that the answer to the question WHY? generally concerned tactical issues (HOW to do it) rather than doctrinal issues (WHAT to do). Given this insight, development of the CCFs proceeded (see Lewman et al. [1994] for a description of the development process).

The result of this development effort was a set of 39 mission-driven Critical Combat Functions that are grouped according to the seven Battlefield Operations Systems, and that provide insight into functions that must be performed (see Table 5). Twenty-four of the CCFs were identified as “particularly relevant to combined arms training” (US Army Research Institute, 1996, p. 13), and detailed task analyses for each of these 24 CCFs, have been completed (US Army Research Institute, 1996).

Table 5. Battlefield Operating Systems, Critical Combat Functions, Battlefield Functions, and Available Sources TC "Table 5. Battlefield Operating Systems, Critical Combat Functions, Battlefield Functions, and Available Sources" \f T \l "1" 
Battlefield Operating Systems (BOSs), Critical Combat Functions (CCFs),

Battlefield Functions (BFs),* and Available Source(s)†

I.
Intelligence (BOS)

“The ways and means of acquiring, analyzing, and using knowledge of the enemy, weather, and terrain required by a commander in planning, preparing, and conducting combat operations. These CCFs are continuous throughout the planning, preparation, and execution phases of the battle” (Holz, Hiller, & McFann, 1994, p. 314).




CCF (1); BF (1)

Conduct Intelligence Planning (Harrison, Craft, Hiller, & McCluskey, 1996b)

CCF (2); BF (2)

Collect Information (Harrison, Craft, Hiller, & McCluskey, 1996a)

CCF (3); BF (3)

Process Information (Harrison, 1996c)

CCF (4); BF (4)

Disseminate Intelligence (Harrison, 1996a)



II.
Maneuver (BOS)

“The employment of direct fire weapons, platforms, and systems through movement and fire and maneuver to achieve a position of advantage in respect to enemy ground forces in order to accomplish the mission” (Holz, et al., 1994, p. 315).




CCF (5); BF (5)

Conduct Tactical Movement (Mullen & Huffman, 1996)

CCF (6); BF (6)

Engage Enemy with Direct Fire and Maneuver (McIlroy & Jarrett, 1996a)



Based on Holz, et al., (1994), the US Army Research Institute for the Behavioral and Social Sciences (1998) and Whitley, et al., (1997).

* The US Army Training and Doctrine Command (TRADOC) changed the term “Critical Combat Functions” (CCF) to “Battlefield Function” (BF) in September 1996 and “renamed ‘task analysis’ (TA) to ‘function analysis’ (FA)” (Whitley, et al., 1997, p. A-8).

† Twenty-four of the 39 CCFs “were identified as particularly relevant to combined arms training, and they were the focus of all subsequent research efforts at all echelons” (US Army Research Institute for the Behavioral and Social Sciences, 1996, p. 13).

Table 5. Battlefield Operating Systems, Critical Combat Functions, Battlefield Functions, and Available Sources (continued)

Battlefield Operating Systems (BOSs), Critical Combat Functions (CCFs),

Battlefield Functions (BFs),* and Available Source(s)†

III. Fire Support (BOS)
“The collective, coordinated, and synchronized use of target acquisition data, indirect fire weapons, armed aircraft (less attack helicopters), and other lethal and nonlethal means against ground targets in support of maneuver force operations and to achieve the commander’s intent and scheme of maneuver” (Holz, et al., 1994, p. 317).




CCF (7); BF (7)

Employ Mortars (Kastanek & Jarrett, 1996)

CCF (8); BF (8)

Employ Field Artillery (Kastanek & McIlroy, 1996)

CCF (9); BF (9)

Employ Close Air Support (Huffman & Root, 1994)

CCF (10); BF (10)

Conduct Electronic Collection and Jamming

CCF (11); Conduct Battlefield PsyOps; BF (11)
Conduct Battlefield Psychological Operations

CCF (12); BF (12)

Employ Chemical Weapons‡
CCF (13); BF (13)

Conduct Counter Target Acquisition Operations

CCF (14)Employ Naval Gunfire; BF (14)
Employ Naval Surface Fires

CCF (15); BF (15)

Coordinate, Synchronize and Integrate Fire Support (Fields, Mullen, & Moses, 1997; Fields, Taylor, Moore, Mullen, & Moses, 1997; McIlroy, 1996a; McIlroy, Mullen, Dressel, & Moses, 1996; Taylor, Mullen, & Moses, 1997)



IV. Air Defense BOS)

“The means and measures organic or assigned to the maneuver commander which, when employed, successfully will nullify or reduce the effectiveness of attack by hostile aircraft or missiles after they are airborne” (Holz, et al., 1994, p. 319).




CCF (16); BF (16)

Take Active Air Defense Measures (Jarrett, 1996a; available on the web at http://www.ari.army.mil/FtKnox/index/htm [ARI Research Products 98-01, 98-02])

CCF (17); BF (17) (

Take Passive Air Defense Measures (Jarrett, 1996a)



‡ According to Whitley, et al., (1997), “U.S. national policy has renounced the use of chemical weapons [however], this BF is retained because it is a function which might be performed by other nations” (p. A-188).

Table 5. Battlefield Operating Systems, Critical Combat Functions, Battlefield Functions, and Available Sources (continued)

Battlefield Operating Systems (BOSs), Critical Combat Functions (CCFs),

Battlefield Functions (BFs),* and Available Source(s)†

V.
Command and Control (BOS)

“The ways and means a maneuver commander exercises authority and direction over organic and assigned combat power in the accomplishment of the mission” (Holz, et al., 1994, p. 320).




CCF (18); BF (18)

Plan for Combat Operations (Harrison, 1996b; available on the web at http://www.ari.army.mil/FtKnox/index/htm [ARI Research Product 98-03, 98-04, 98-09, 98-10, 98-15, 98-16, 98-22, 98-23])

CCF (19); BF (19)

Direct and Lead Unit During Preparation for the Battle (McIlroy, 1996b; available on the web at http://www.ari.army.mil/FtKnox/index/htm [ARI Research Product 98-05, 98-06, 98-11, 98-12, 98-17, 98-18, 98-24, 98-25])

CCF (20); BF (20)

Direct and Lead Units in the Execution of Battle (available on the web at http://www.ari.army.mil/FtKnox/index/htm [ARI Research Product 98-07, 98-08, 98-13, 98-14, 98-19, 98-20, 98-26, 98-27])



VI. Mobility and Survivability (BOS)

“The ways and means of the force that permit freedom of movement, relative to the enemy, while retaining the task force ability to fulfill its primary mission as well as the measures the force takes to remain viable and functional by protection from the effects of enemy weapons systems and natural occurrences” (Holz, et al., 1994, p. 322).




CCF (21); BF (21)

Overcome Obstacles (Huffman, 1996; Jarrett, 1996b)

CCF (22); BF (22)

Enhance Movement

CCF (23); BF (23)

Provide Countermobility (Harrison, 1996d)

CCF (24). BF (24)

Enhance Physical Protection (Huffman, 1993)

CCF (25); BF (25)

Provide Operations Security (Kastanek & Mullen, 1994)

CCF (26); BF (26)

Conduct Deception Operations

CCF (27) Provide Decontamination; BF (27)
Provide NBC Defense (Flanigan, 1996)



Table 5. Battlefield Operating Systems, Critical Combat Functions, Battlefield Functions, and Available Sources (continued)

Battlefield Operating Systems (BOSs), Critical Combat Functions (CCFs),

Battlefield Functions (BFs),* and Available Source(s)†

VII. Combat Service Support (BOS)

“The support, assistance, and service provided to sustain forces, primarily in the area of logistics, personnel services, and health services” (Holz, et al., 1994, p. 325).




CCF (28); BF (28)

Provide Transport Services (Flanigan & McIlroy, 1996)

CCF (29); BF (29)

Conduct Supply Operations (Flanigan & Huffman, 1994)

CCF (30); BF (30)

Provide Personnel Services (Flanigan & Jarrett, 1994)

CCF (31); BF (31)

Maintain Weapons Systems and Equipment (Flanigan & Huffman, 1996)

CCF (32); BF (32)

Provide Health Services

CCF (33); BF (33)

Treat and Evacuate Battlefield Casualties (Jarrett & Mullen, 1993)

CCF (34); BF (34)

Conduct Enemy Prisoners of War (EPW) Operations

CCF (35); BF (35)

Conduct Law and Order Operations

CCF (36); BF (36)

Conduct Civil Affairs Operations

CCF (37); BF (37)

Provide Sustainment Engineering

CCF (38); BF (38)

Evacuate Non-Combatants from Area of Operations

CCF (39); BF (39)

Provide Field Services

Recently, the term “Critical Combat Functions” has been replaced by the term “BattleField Functions” (Whitley, Mullen, & Quinkert, 1997) and a number of more detailed analyses have been prepared and published (US Army Research Institute, 1998). Volume 1 of each Battlefield Function analysis includes a statement of purpose and expected outcomes, and “identifies and describes various components necessary to accomplish the function” (Whitley, et al., 1997, p. A-8). Volume 2 of each Battlefield Function Analysis is an assessment aid that “describes performance measures based on the purpose, outcomes, and tasks supporting the outcomes identified in the Function Analysis (Volume 1)” (Whitley, et al., 1997, p. A-8).

The Critical Combat Functions (CCFs) have been used as the basis for development of a functional approach to training design. This approach to training describes battlefield tasks and outcomes that are relevant across all types of missions (US Army Research Institute, 1996). It offers an integrated perspective for planning and conducting combined arms training, clarifies the key participants and their responsibilities across echelons, identifies requirements for information inputs and outputs, specifies horizontal task linkages for a given echelon across BOSs and vertical task linkages between echelons, and furnishes a useful framework for providing feedback (US Army Research Institute, 1996). The CCFs could also be helpful in designing computer generated forces.

Users of Distributed Interactive Simulation (DIS) come from a variety of communities including training developers, combat developers, CGF developers, and personnel engaged in test and evaluation, and efforts are underway to develop “a taxonomy of human performance for perceptual, cognitive, and motor processes which occur under combat situations” (Winsch, et al., 1996). The initial framework for this taxonomy of perceptual, cognitive, and motor processes is intended to link to the structure of the CCFs, and, ultimately, to provide information about specific activities; sources of error; performance dimensions (variables); indicators for measures of accuracy, timeliness, frequency, and operational perspective (the extent to which information fits into the immediate context); and information about the predictive validity of specific measures. The plan is to populate the taxonomy using information derived from a variety of sources including National Training Center archival data, analyses of battles, test plans, lessons learned, and input from subject matter experts, and then to incorporate the taxonomy into a software DIS TOOL.
 

4.4.2.2. A Basic Classification Structure (Indik, 1968; Indik & Berrien, 1963)

Research into organizational behaviors, as opposed to philosophizing about organizational behaviors, is generally believed to have begun during the second decade of the twentieth century (Furnham, 1997), and since that time, large amounts of specific data have been collected. In the 1960s, Indik and Berrien (1963) published a taxonomy that was revised and refined in 1968 (Indik, 1968). This taxonomy was designed to bring some order to the generally fragmented and unorganized literature of organizational behavior “so that we can adequately understand individual behavior in small groups which are in organizations embedded in a sociocultural environment” (Indik, 1968, p. 3). The goal was to provide a classification of variables that would meet four requirements. 

First, each subclass of variables should be relevant to the study of individuals or small groups or organizations, or their environments. Second, each subclass of variables should be definitionally mutually exclusive from each other class of variables in the taxonomic scheme. Third, each class of variables should be related in a specific way to each other class of variables. Fourth, each class of variables should contain variables that are homogeneous in the characteristics under which they are classified (Indik, 1968, p. 6).

This taxonomy consists of seven classes, or “panels,” of variables:

I. “Organizational Structure Variables” (Indik, 1968, p. 7)

II. “Organizational Function or Process Variables” (Indik, 1968, p. 8)

III. “Small-Group Structure Variables” (Indik, 1968, p. 10)

IV. Group Function or Process Variables” (Indik, 1968, p. 11)

V. “Organization and Group-Relevant (Nonbehavioral) Individual Variables” (Indik, 1968, p. 13)

VI. “Organizationally Relevant Individual Behavior Variables” (Indik, 1968, p. 19)

VII. “Organizational Environment Variables” (Indik, 1968, p. 20) (see Figure 3).

Each class/panel of variables is defined, and the variables in each class/panel are described in Table 6. In addition, the classes/panels of variables are paired (1 and II, III and IV, and V and VI) because it is expected that since the variables within a pair of classes/panels involve the same unit of analysis, they are likely to be “directly and consistently” (Indik, 1968, p. 22) related to one another. Relationships between un-paired classes/panels of variables are likely to be influenced by variables in the intervening classes/panels. That is, “it is expected that variables in Panel One are related to variables in Panel Six through their effects on variables in Panels Two, Three, Four, and Five and are conditioned by attributes of Panel Seven” (Indik, 1968, p. 22). 



Reproduced with permission from Indik (1968).

Figure 3 “Relation of variables in a basic classification structure. Those variables most likely to be studied together are paired by means of arrows. Each of the variables I-VI may be studied in conjunction with organizational environment (VII)” (Indik, 1968, p. 21). TC "Figure 3. \“Relation of variables in a basic classification structure. Those variables most likely to be studied together are paired by means of arrows. Each of the variables I-VI may be studied in conjunction with organizational environment (VII)\” (Indik, 1968, p. 21)" \f F \l "1" 
Table 6. Representative Variables for Each of the Seven Classes (Panels) in Indik’s (1968) and Indik and Berrien’s (1963) Taxonomy of Key Individual, Group, and Organizational Variables TC "Table 6. Representative Variables for Each of the Seven Classes (Panels) in Indik’s (1968) and Indik and Berrien’s (1963) Taxonomy of Key Individual, Group, and Organizational Variables" \f T \l "1" 
ORGANIZATIONAL LEVEL

PANEL I: “Organizational Structure Variables” (Indik, 1968, p. 7)

· Size

· Span of control

· Number of hierarchical levels in the organization

· Authority structure

· Communication structure

· Degree of task specification

· Degree of task interdependence

· Degree of task specialization

· Status and prestige structure

· Psychological distance between decision makers and the operating level of the organization

PANEL II: “Organizational Function or Process Variables” (Indik, 1968, p. 8)

· Communication

· Control

· Coordination

· Organizational socialization-integration processes

· Supervision

· Adaptability to change

· Conflict control process

· Mutual understanding of reciprocal role relations

· Degree of bureaucracy

· Amount of communication interaction of members of the organization with nonmembers for organizational purposes

· Distribution of communication interaction by members of the organization with nonmembers for organizational purposes

GROUP LEVEL

PANEL III: “Small-Group Structure Variables” (Indik, 1968, p. 10)

· Size of the group

· Authority and influence structure of the group

· Communication structure of the group

· Degree of task specification

· Degree of task interdependence

· Degree of task specialization

· Status and prestige structure of the group

· Psychological distance between group leader(s) and group members

NOTE: Based on Indik (1968) and  Indik and Berrien (1963). Additional levels of details concerning relevant variables are provided for some of the classes/panels of variables.

Table 6. Representative Variables for Each of the Seven Classes/Panels in Indik’s (1968) and Indik and Berrien’s (1963) Taxonomy of Key Individual, Group, and Organizational Variables (continued)

GROUP LEVEL (continued)

PANEL IV: Group Function or Process Variables” (Indik, 1968, p. 11)

· Communication

· Control

· Coordination

· Group socialization-integration processes

· Supervision

· Adaptability to change

· Conflict control processes

· Mutual understanding of reciprocal role relations

· Degree of bureaucracy

· Amount of communication interaction of members of the group with non members for organizational purposes

· Distribution of communication interaction by members of the group with non members for organizational purposes

PANEL V: “Organization and Group-Relevant (Nonbehavioral) Individual Variables” (Indik, 1968, p. 13)

· Motivational variables

· Attitudinal variables

· Perceptual role relations variables

· Aptitude variables

· Dimensions of temperament

· Ascriptive dimensions (e.g., age, sex, educational level, race, physical condition, training etc.)

PANEL VI: “Organizationally Relevant Individual Behavior Variables” (Indik, 1968, p. 19)

· Member job outputs

· Member participation

· Strain symptoms

ORGANIZATIONAL LEVEL

PANEL VII: “Organizational Environment Variables” (Indik, 1968, p. 20)

· Natural aspects of the environment

· Availability of resources needed by the organization

· Structure and relations with social environment


Two characteristics of this organizational taxonomy should be noted. First, it includes four distinct units of analysis—the individual, the group, the organization, and the organizational environment or context.
 For each of these units of analysis, the social system is different from, and more complex than, the lower, less inclusive, units of analysis. Second, the group and organizational units of analysis of this organizational taxonomy clearly differentiate between variables that are structural in nature and variables that are dynamic in nature (i.e., they are processes or functions) (Indik, 1968).

4.4.2.3. A General Social System Model (Sells, 1968)


The term organization includes any unit, large or small, formal or informal in structure, that is a discriminable identity. Like all open systems, organizations share “the common characteristics of importation of energy, throughput, output, cycles of events, negative entropy, information processing, steady state and dynamic homeostasis, differentiation, and equifinality” (Sells, 1968, p. 28). Accordingly, the social system model developed by Sells (1968) focuses on general system characteristics “that can be applied generally as a means of ordering a wide range of human organizations, groups, and microsocieties according to their similarity to each other” (p. 31). It includes eight major, and somewhat overlapping, categories of descriptors:

I. “Objectives and Goals

II. Philosophy and Value System

III. Personnel Composition

IV. Organizational Structure

V. Technology

VI. Physical Environment

VII. Social-Cultural Environment

VIII. Temporal Characteristics” (p. 32).

Each of these eight major categories is represented by a set of broad, general variables that can be assessed along some type of continuum in order to distinguish different types of organizations (see Table 7).

Table 7. The Eight Major Categories and Representative Variables of Sells’ (1968) General Social System Model (Taxonomy) TC "Table 7. The Eight Major Categories and Representative Variables of Sells’ (1968) General Social System Model (Taxonomy)" \f T \l "1" 
Categories and Representative Variables*

I.
“Objectives and Goals” (pp. 32-33)

· “Formal (vs. informal) designation”

· “Mandatory vs. permissive or voluntary”

· “Use of formal authority”

· “Degree of polarization toward its goals”

· “Remoteness of goals”

· “Criteria of successful goal attainment”

· “Success uncertainty (risk)”

II.
“Philosophy and Value System” (pp. 33-34)

· “Control of member behavior by group authority”

· “Cost that the organizational management is willing to incur to assure goal attainment”

· “Value accorded the individual”

· “Preeminence in social esteem”

· “Attitudes regarding acceptance of discipline, respect for rank, acceptance of personal hardships and austerity, masculinity, and patriotism”

· “Conformity with the dominant mores and values of the society”

III.
“Personnel Composition” (pp. 34)

· “Intellectual level”

· “Educational level”

· “Extent of relevant training”

· “Extent of relevant experience”

· “Personality profiles”

· “Moral traits”

· “Physical characteristics”

· “Possession of requisite skills”

· “Motivation to participate”

· “Sex”

· “Age”

· “Division into separate caste groups (e.g., crew, passengers, owner, employee, in-group, other)”

· “Rank or status”

IV.
“Organizational Structure” (pp. 35-36)

· “Size”

· “Differentiation”

· “Autonomy”

· “Control”

· “Role structure”

Used by permission (Sells, 1968).

*NOTE: This general social system model (Sells, 1968) is based on an earlier model developed for analyzing the social system in a multi-person spaceship engaged in extended duration missions (Sells, 1966). Some of the broad general categories of variables in this general model are broken down into more detail by Sells (1968).

Table 7. The Eight Major Categories and Representative Variables of Sells’ (1968) General Social System Model (Taxonomy) (continued)

V.
“Technology” (p. 36-37)

· “Functions involved” (e.g., “power, transportation, trade, manufacturing”)

· “Products or services involved”

· “Types of equipment employed”

· “Degree of technologic complexity”

· “Use of specialized principles” (e.g., “science, mathematics, and artistic or aesthetic principles”)

· “Use of specialized terminology”

· “Special conditions of operation” (e.g., “simulatory, technical training devices, physical preconditioning, and extensive preparation for events”)

VI.
“Physical Environment” (pp. 37-38)

· “Gravity”

· “Weather”

· “Terrain”

· “Natural resources”

· “Requirements for life support or physiologic protection”

· “Remoteness of site”

· “Presence of environmental hazards (known or unknown)”

· “Confinement”

· “Endurance demands”

· “Restriction of communication”

· “Social isolation”

· “Mobility permitted”

· “Embedded environmental stresses”

· “Types of structures”

· “Types of furnishings”

Table 7. The Eight Major Categories and Representative Variables of Sells’ (1968) General Social System Model (Taxonomy) (continued)

VII.
“Social-Cultural Environment” (pp. 38-40)

· “Geography”

· “Human biology”

· “Behavior process and personality”

· “Demography”

· “History and cultural change”

· “Total culture”

· “Language”

· “Communication”

· “Records”

· “Food quest”

· “Animal husbandry”

· “Agriculture”

· “Food processing”

· “Food consumption”

· “Drink, drugs, indulgence”

· “Leather, textiles, fabrics”

· “Clothing”

· “Adornment”

· “Exploitative activities”

· “Processing of basic materials”

· “Build and construction”

· “Structures”

· “Equipment and maintenance of buildings”

· “Settlements”

· “Energy and power”

· “Chemical industries”

· “Capital goods and industries”

· “Machines”

· “Tools and appliances”

· “Property”

· “Exchange”

· “Marketing “

· “Finance”

· “Labor”

· “Business and industrial organization”

· “Travel and transportation”

· “Land transport”

· “Water and air transport”
· “Living standards and routines”

· “Recreation”

· “Fine arts”

· “Entertainment”

· “Individuation and mobility”

· “Social stratification”

· “Interpersonal relations”

· “Marriage”

· “Family”

· “Kinship”

· “Kin groups”

· “Community”

· “Territorial organization”

· “State”

· “Government activities”

· “Political behavior”

· “Law”

· “Offenses and sanctions”

· “Justice”

· “Armed forces”

· “Military technology”

· “War”

· “Social problems”

· “Health and welfare”

· “Sickness”

· “Death”

· “Religious beliefs”

· “Religious practices”

· “Ecclesiastical organization”

· “Numbers and measures”

· “Exact knowledge”

· “Ideas about man and nature”

· “Sex”

· “Reproduction”

· “Infancy and childhood”

· “Socialization”

· “Education”

· “Adolescence, adulthood, and old age”

VIII.
“Temporal Characteristics” (p. 40)

· “Duration of participation”

· “Amount of daily participation required “

· “Remoteness of goals”


This taxonomy, although cited by Appel et al. (1991) as one of only two multidimensional organizational taxonomies that were “comprehensive is scope” (p. 4), provides considerable insight into variables that help distinguish one organization from another. However, some of the categories of variables included in this taxonomy also provide insight into the behavior of the people within organizations. 

4.4.2.4. Structure and Process Organizational Taxonomy (SPOT; Appel, Grubb, Elder, Leamon, Watson, & Earles, 1991)

After reviewing existing organizational taxonomies, Appel, et al. (1991) concluded that the taxonomy by Indik (1968) and the taxonomy by Sells (1968; see Sections 4.4.2.2 and 4.4.2.3 above) were the only two multidimensional taxonomies that were “comprehensive in scope” (p. 4). Of these two taxonomies, the one by Indik (1968) was judged to be the more comprehensive because “it differentiates among various levels of organized activity (organization, small group, and individual) and between structural and procedural-functional aspects of organizations” (Appel, et al., 1991, p. 4). These two taxonomies, and primarily the one by Indik (1968) were used as the basis for a much more recent Air Force effort to develop a taxonomy of the demands of an organizational environment—the Structure and Process Organizational Taxonomy (SPOT; Appel, et al., 1991).

The Structure and Process Organizational Taxonomy includes many of the variables associated with classes/panels 2 and 7 of the Indik (1968; see Table 6) taxonomy along with some additional information (see Table 8). This taxonomy was developed in conjunction with an effort to develop non-cognitive, biographical measures of “organization-related skills” (p. 1) to be used with other task-related measures to assess the leadership and management potential of enlisted personnel. It was intended to serve “as a heuristic device to identify these organization-related skills” (p. 1) that enable an individual to adapt successfully to an organization. While designed for the Air Force, the authors assert that it could be “easily generalized to other organizations” (p. vi).

Table 8. Comparison of Categories From Structure and Process Organizational Taxonomy (SPOT) and Categories Proposed by Indik (1968) and Indik and Berrien (1963) TC "Table 8.Comparison of Categories From Structure and Process Organizational Taxonomy (SPOT) and Categories Proposed by Indik (1968) and Indik and Berrien (1963)" \f T \l "1" 
SPOT ORGANIZATIONAL DIMENSIONS (Appel, et al., 1991)
ORGANIZATIONAL FUNCTION OR PROCESS (Indik, 1968)

· Communication
· Communication

· Control
· Control

· Coordination
· Coordination

· Socialization/Integration
· Organizational socialization processes

· Managership
· Supervision

· Leadership


· Degree of flux
· Adaptability to change

· Conflict control processes
· Conflict control process

· Role specification
· Mutual understanding of reciprocal role relations

Table 8. Comparison of Categories From Structure and Process Organizational Taxonomy (SPOT) and Categories Proposed by Indik (1968) and Indik and Berrien (1963) (continued)

SPOT ORGANIZATIONAL DIMENSIONS (Appel, et al., 1991)
ORGANIZATIONAL FUNCTION OR PROCESS (Indik, 1968)

· Degree of bureaucracy
· Degree of bureaucracy

· Natural environmental conditions* 


· Availability of needed resources*


· Relations with social environment
· Amount of communication interaction of members of the organization with non members for organizational purposes


· Distribution of communication interaction by members of the organization with non members for organizational purposes

· Externally imposed change


*Items marked with an asterisk appear to be similar in content to Panel 7 of Indik (1968) and Indik and Berrien (1963) (see Table 6).


SPOT includes a total of 14 organizational dimensions and 50 sub-dimensions that “apply to any organization and to any level within an organization” (Appel et al., 1991, p. 6). The sub-dimensions are related to specific organizational dimensions so that each of the 14 organizational dimensions includes from two to six sub-dimensions. In addition, exemplary behavioral indicators were identified for each of the 14 organizational dimensions and the 50 sub-dimensions (Appel et al., 1991, Appendix A), and all forty-eight significant organization-related predictors of performance or retention identified in a literature review could be accounted for using SPOT (Appel et al., 1991, Appendix B).

4.4.2.5. Categorizing Industrial/Organizational (I/O) Psychology and Organizational Behavior (OB) Issues in the Military: A Taxonomy (Nebeker, 1994)


Using two key dimensions of organizational research—the person-environment dimension and the ability-motivation dimension—Nebeker (1994) developed a four category taxonomy that incorporates over 90% of the nearly 9,000 citations concerning military I/O psychology and OB in research that has been conducted since 1967 (see Figure 4). It provides a useful way of categorizing important determinants of performance and techniques for improving performance in both military and non-military organizations (Nebeker, 1994).


Figure 4. Four category taxonomy of I/O psychology and OB research issues of interest to the military.
Over time the issues of interest to researchers concerned with military organizational behaviors and military industrial/organizational psychology have evolved, but most of them relate to the Person-Ability category of this taxonomy—especially the investigation of variables that affect performance and the investigation of techniques for improving performance. Examples of the issues associated with each of the four categories in this taxonomy are provided in Table 9. To date, the majority of research related to military I/O psychology and OB has concerned issues in the person-ability cell of this taxonomy. Nebeker (1994) suggests that in the future, research in the other cells must increase, and it must begin to assume a system-oriented perspective in place of the current problem-oriented perspective.

Table 9. Examples of Person-Ability, Environment-Ability, Person-Motivation, and Environment-Motivation Issues Addressed in Military I/O Psychology and OB Research TC "Table 9. Examples of Person-Ability, Environment-Ability, Person-Motivation, and Environment-Motivation Issues Addressed in Military I/O Psychology and OB Research" \f T \l "1" 
Person-Ability
Environment-Ability
Person-Motivation
Environment-Motivation

· Individual differences (e.g., intelligence, aptitudes, interests, knowledge, abilities, skills)

· Testing of individual differences for selection and assignment

· Training to increase knowledge, ability, and skill

· Instructional Systems Design (ISD)
· Work group organization

· Task methods

· Available tools, equipment, and information

· Organizational structure and communication

· Leadership

· Physical work environment (e.g., heat, noise, vibration, lighting)
· Individual differences in beliefs, values, attitudes, and personality

· Testing of individual differences for selection and assignment

· Team functioning
· Group norms and sanctions concerning work performance

· Group structure and cohesion

· Performance monitoring, feedback and reward systems

· Leadership*

· Job design and enrichment

Based on Nebeker (1994).

*NOTE: In some cases, the examples listed in this figure could be included in more than one column. However, for simplicity each example (e.g., leadership) has been listed only once A second, closely related problem is the intended unit of analysis. “Suppose a leadership training technique is primarily intended to increase the skill of identified leaders. The expected effect is to change leader capability. This is a person-ability technique. When, however, these behaviors are actually used with the leader’s subordinates the technique’s classification changes because the leader is part of the subordinate’s environment. If the leader’s behavior improves subordinate motivation it becomes an environment-motivation technique” (Nebeker, 1994, p. 252).

4.4.2.6. A Theoretically Based Multidimensional Taxonomy: Living Systems Theory (LST) (Miller, 1965a, 1965b, 1965c; Miller & Miller, 1990)


The basic thesis of Living Systems Theory (LST) suggests that “all of the great variety of living entities evolution has produced are complexly structured open systems” (Miller & Miller, 1990, p. 157). Such systems exist at eight levels of complexity ranging from cells to supranational systems, and as suggested in Figure 5, each higher level system incorporates the lower level systems. As Miller indicates,

Cells are composed of atoms, molecules, and multimolecular organelles; organs are composed of cells aggregated into tissues; organisms, of organs; groups (e.g., herds, flocks, families, teams, tribes), of organisms; organizations, of groups (and sometimes single individual organisms); societies, of organizations, groups, and individuals; and supranational systems, of societies and organizations. (Miller, 1965a, p. 213)


Based on Miller and Miller (1990).

Figure 5. The eight levels of living systems. TC "Figure 5. The eight levels of living systems. (Miller & Miller, 1990)" \f F \l "1" 

Within each level of a living system there are individual differences and type differences (e.g., the heart, lungs, and liver are all organs) (Miller, 1965a). Additionally, each level of living system encompasses a number of subsystems that process matter-energy and information. 
 Identification of these common, critical subsystems began as early as the 1950s (Miller & Miller, 1990), and 20 such systems have been identified. As shown in Table 10, two of these subsystems process both matter-energy and information, eight process matter-energy, and ten process information. Also clear from Table 10 is the fact that these subsystems are identified at a very high level of abstraction that describes commonalties of structure or process
 that occur across different levels of systems. The realization of each of these subsystems at different levels of living systems will take different forms. For example, at the level of the cell, the reproducer subsystem is found in molecules of DNA and RNA; at the level of the organism, this subsystem is found in the reproductive organs; at the level of organizations, it is found in the body that charters the organization; at the level of society the reproducer system is found in gatherings that write documents such as a constitution. One can also see from Table 10  that there are situations where a single subsystem is sufficient to process matter-energy while more than one subsystem may be necessary to process information and vice versa. 

Table 10. Critical Subsystems of All Living Systems TC "Table 10. Critical Subsystems of All Living Systems" \f T \l "1" 
Critical Subsystems of All Living Systems

Subsystems that Process Both Matter-Energy and Information 

Name
Description: The subsystem that … (Miller, 1965b)

Reproducer
“gives rise to other systems similar to the one in which it is found” (p. 340).

Boundary
“holds together the components which make up the system, protects them from environmental stresses, and excludes or admits various sorts of matter-energy and information" (p. 342).

Ingestor
“brings in matter-energy across the system boundaries from the environment or suprasystem” (p. 344).
Input Transducer
carries “our sensory processes, bringing markers bearing information into a system in a manner somewhat similar to the way ingestors bring in matter-energy” (p. 351).



Internal Transducer
changes “input patterns of energy of particular wave lengths, band widths, and intensities, representing significant alterations in the system ... to other forms suitable for transmission within the particular system"”(p. 351).

Based on Miller (1965a, 1965b) and Miller and Miller (1990).

NOTE: “All living systems either have a complete complement of the critical subsystems carrying out the functions essential to life or are intimately associated with and effectively interacting with systems which carry out the missing life functions for them” (Miller, 1965a, p. 222).

Table 10. Critical Subsystems of All Living Systems (continued)

Critical Subsystems of All Living Systems

Subsystems that Process Matter-Energy
Subsystems that Process Information

Name
Description: The subsystem that … (Miller, 1965b)
Name
Description: The subsystem that … (Miller, 1965b)

Distributor
carries “matter-energy inputs from outside the system or outputs from subsystems …so that each component receives its necessary inputs” (p. 344).
Channel and Net
conveys “markers bearing information … to all parts of the system” (p. 352). The channel provides the route, and the net is formed by intersections of channels called nodes (p. 352).



Timer
“transmits to the decided information about time-related states of the environment or of components of the system. This information signals the decided of the system or deciders of subsystems to start, stop, alter the rate, or advance or delay the phase of one or more of the system’s processes, thus coordinating them in time” (Miller & Miller, 1990, p. 159).

Converter*

breaks down system inputs by mechanically crushing, dissolving, or reducing to less complex chemical compounds so that they can be used (p. 345).
Decoder
“on the basis of previous programming (obtained from the template or learned from previous experience) detects regular patterns, selected from the input ensemble, in input information from the environment or suprasystem and reclassifies, recodes, or ‘maps’ them into a private code or language, the decoder’s output ensemble, that can be used internally by the system” (p. 354).

Producer
“forms enduring associations among items of matter-energy, either in the form they have when they arrive in the system or in the form they have when they leave the decomposer [converter]” (p. 345).
Associator
“carries out the first stage of the learning process, forming enduring associations among items of information”(p. 355).

*This subsystem is also called the “decomposer” in some sources (e.g., Miller, 1965b).
Table 10. Critical Subsystems of All Living Systems (continued)

Critical Subsystems of All Living Systems

Subsystems that Process Both Matter-Energy and Information 

Name
Description: The subsystem that … (Miller, 1965b)

Matter-energy
retains “inputs of matter-energy and outputs from various matter-energy subsystems …within systems for various lengths of time, until there is a demand for them” (p. 346).
Memory
stores “inputs of information from the environment or suprasystem through the input transducer and outputs from various subsystems through the internal transduces, especially associations established by the associator” (p. 356).



Decider
“controls the entire system, causing its components and subsystems to coact” (p. 357).



Encoder
“acts in accordance with previous programming obtained from the template, or learned from earlier experience. It reclassifies, recodes, or ‘maps’ information, transmitted in the input ensemble of private or internal codes within the system, into an output ensemble of a public code or language which can be interpreted by other systems that receive it in the environment or suprasystem” (p. 359).

Table 10. Critical Subsystems of All Living Systems (continued)

Critical Subsystems of All Living Systems

Subsystems that Process Both Matter-Energy and Information 

Name
Description: The subsystem that … (Miller, 1965b)

Extruder
“gathers together, may store for a time, and then transmits out of the system products and wasters, both of which are forms of matter-energy” (p. 346).
Output Transducer
“transfers information from markers of a sort of energy suitable for transmission inside the system to markers of a sort which can pass over the channels outside the system” (p. 360).

Motor
“moves the system or parts of it in relation to part of all of its environment or moves components of its environment in relation to each other” (Miller & Miller, 1990, p. 159)



Supporter
maintains “the proper spatial relations among the components of the system” (p. 348).




Living systems, like other systems, possess a variety of relationships between subsystems and components
 including structural relationships, process relationships, temporal relationships, spatiotemporal relationships, and relationships that involve meaning (see Table 11). 

Table 11. Relationships Among Living System Subsystems and Components TC "Table 11. Relationships Among Living System Subsystems and Components" \f T \l "1" 
Relationships Among Subsystems and Components


Process Relationships

Structural Relationships
Temporal Relationships
Spatiotemporal Relationships
Relationships Involving Meaning



· Action
“All such relationships involve observation of a pattern in space and/or time and then an interpretation by the observer of the meaning of that pattern” (Miller, 1965b, p. 362).



· Communication


· Containment
· Containment in Time



· Number
· Number in Time



· Order
· Order in Time



· Position
· Position in Time



· Direction
· Direction in Time
· Direction of Action


· Size
· Duration



· Pattern
· Pattern in Time
· Pattern of Action


· Density






· Entering or Leaving Containment


According to Miller (1965b), “all processes in subsystems are adjustment processes” (p.364) that serve to maintain key variables within an appropriate range. These processes are classified “according to its own character—matter-energy or information; input, internal, or output—and not according to the character of the variable it serves to maintain in a steady state” (Miller, 1965b, p. 364). They serve to govern or control the system as a whole, the relationships among subsystems, and/or the relationships between the system and its suprasystem. (Miller, 1965b).


Using the subsystem and system-wide process relationships identified above, Miller (1965c) presents 165 cross-level hypotheses based on relationships identified in at least one level of living systems and his own analysis of living systems. Empirical studies of these hypotheses could be used to clarify the generality of these relationships across levels of living systems and across types (i.e., species) of living systems. Empirical studies could also be used to identify changes in the relationships due to individual differences. However, as Miller notes, “multilevel researches are not easy. They demand the most careful and rigorous conceptualization and research design. They require the skills of several disciplines” (p. 407). Such research is necessary to move beyond a conceptual scheme of categories toward a real theory that incorporates propositions about the relationships between categories, because without clarity regarding these relationships, explanations are not possible. (Miller, 1965c).

4.4.2.7. An Empirically-Based Multidimensional Taxonomy (Baudhuin et al., 1985)


In an extensive literature review, Baudhuin et al (1985) identified only seven studies (Goronzy, 1969; Haas, Hall, & Johnson, 1966; Pinto, & Pinder, 1972; Prien, & Ronan, 1971; Pugh, Hickson, & Hinings, 1969; Reimann, 1974; Samuel, & Mannheim, 1970) that used empirical methods to develop “a taxonomy or typology of organizations or organizational variables” (p. 47). Based on insights gained from these seven studies, Baudhuin et al. (1985) developed a multidimensional taxonomy of organizational variables based on information derived from 200 selected published studies. The variables selected were designed to provide, “a comprehensive representation of all recognized facets of organizational behavior and performance … coincident with, or readily adaptable to accepted systems-theoretic concepts … [that] focus on systemic/subsystemic attributes rather than on essentially individual psychological states or manifestations, e.g., alienation, attitudes, bias, cognition, emotion, morale, motivation etc.” (pp. 44-45).

Following the preparation of a list of 84 variables of interest, a literature pool was developed from the literatures of organizational psychology, organizational behavior, general systems theory, organizational effectiveness, organizational development, simulation, and training (Baudhuin et al., 1985). This literature included opinion articles, theoretical discussions, articles about methodology, state-of-the-art evaluative summaries, literature reviews, survey studies, correlation studies, experimental studies, observational studies, quasi-experimental studies, simulation studies, gaming studies, role-playing studies, field research, and laboratory research. The literature was also classified as to purpose, significance, relevance of the abstract, and the extent of the treatment of the variables of interest (Baudhuin et al., 1985). 

Using factor analysis, the authors settled on a six factor solution. The six factors were identified and the percentage of variance accounted for by each was calculated (see Table 12). 

Table 12. Six Factor Solution for Key Organizational Variables TC "Table 12. Six Factor Solution for Key Organizational Variables" \f T \l "1" 
Factor Number and Name
Percentage of Variance

Accounted for
The variables that load on this factor …

I. Multidimensional Information Processing
22.88%
“reflect both a process systems model of organizations and/or the individual/group/organization processes associated with acquiring information, processing information, and disseminating that information (including decision making) as components in complex multi-dimensional environments. They also address the structure of how information is processes in organizations” (p.69)

II. Organizational Systems Dynamics
17.00%
“represent the characteristics of an organizational system relative to its adaptation and flexibility as it copes with its environment, attempts to maintain a relatively steady state or balance, and utilizes its resources to grow in more, or less planned ways"”(p. 69).

III. Organizational Change Technologies
16.13%
“focus on those techniques normally associated with the organizational development/organizational effectiveness domain and reflect concerns for individual growth and development in organizations, personnel interface with jobs, the organization, and the work process” (p. 69)

Based on Baudhuin et al. (1985).

Table 12. Six Factor Solution for Key Organizational Variables (continued)

Factor Number and Name
Percentage of Variance

Accounted for
The variables that load on this factor …

IV. Management Authority/Compliance Characteristics*
15.44%
“are associated with the dimensions of influence and power as components in the superior/subordinate organizational scheme where compliance is required….The variables reflect status or hierarchical leveling attributes found in most organizations normally associated with management control procedures” (p. 69)

V. Organizational Coordination and Control
14.83%
“reflect characteristics of organizations associated with structure and those concerns leading to the coordination and/or control of the organizational systems, subsystems, and subsidiaries” (p. 70). Note, the “authority” variable occurs in both factor 4 and factor 5.*

VI. Goal Orientation
13.69%
“reflect those activities that organizations and individuals engage in to determine desired states that the organizational system and its personnel are attempting to achieve through planning, organizing, and controlling….the variables loaded under this factor focus on the range of goal activities required by an organizational system to determine priorities, to achieve objectives, and to modify or replace those objectives no longer important to the system” (p. 70).

*The authors suggest that “the Management Authority factor (Factor IV) may well describe the individual control dimension in organizations, i.e., the manager influencing and controlling his subordinates, while the Organizational Coordinator and Control factors (Factor V) may describe those structural/organizational features related to coordination and control at the organizationwide level” (Baudhuin, et al., 1985, p. 70). 

4.4.2.8. Taxonomies designed for Use by Computer Generated Forces/Synthetic Forces

The growing interest in developing increasingly realistic Computer Generated Forces (CGFs)/Synthetic Forces (SFs) has led to the development of a few documents that specify characteristic human behaviors in a variety of contexts. Three of these documents were selected for this review—a taxonomy of human behaviors (Fineberg, 1995), a taxonomy of typical behaviors of battlefield hostiles and neutrals (Lind, 1995, Abstract), and a classification of typical combat tasks and their suitability for training in a virtual environment (Jacobs, et al., 1992).

Based on an extensive literature review, Fineberg (1995) developed A Comprehensive Taxonomy of Human Behaviors for Synthetic Forces. His taxonomy is based on a general conceptual model of combatant behaviors that “represents a synthesis of past attempts to understand the relationships among the factors that underlie battlefield behavior. … It links the behaviors we are representing to their antecedents—through individual and team preparation for combat—and to their consequences, as shown by battle performance measures” (p. S-3). It includes four large categories (taxons) of behavior: sensation, mediation, reaction, and interaction. Behaviors identified in previous taxonomies as exhibited by combatants under stress were assigned to the appropriate category, defined, and then described operationally in measurement-oriented terms.


A second approach to describing behaviors that might occur in computerized simulations focuses on the typical battlefield behaviors for five groups: “(1) Standard Elite Troops, (2) Average Irregulars, (3) Isolated Criminals, (4) Frightened Civilians, and (5) Unfriendly Civilians” (Lind, 1995, Abstract). The author indicates that the results of this study could be used in modeling computer-controlled neutral and hostile forces in simulated rural and urban situations to help personnel “to enhance marksmanship skills and to learn to discriminate among possible adversaries, to determine intent and level of hostility, and to decide whether to engage or to withhold fire” (Lind, 1995, Abstract).

Jacobs,et al., (1992) provide detailed information about individual combat simulation and tasks that are suitable for training in virtual environments.
 The tasks were identified using Army Training and Evaluation Programs (ARTEPs). Essential sensory inputs and outputs were identified, associated with specific tasks, and referenced to relevant documents concerning human performance. Although the focus of this document is on individual, rather than organizational, performance, the links between essential sensory inputs and outputs and references about human performance can guide the reader to important sources of data about human capacities and capabilities.

5. Summary

Three key ideas were used to organize the preceding literature review of taxonomies of organizational behavior:

· The science of organizational behavior is multi-disciplinary in nature;

· The literature of organizational behavior uses different units/levels (e.g., individuals, teams/groups, units/organizations) of analysis; and 

· This literature is structured using different levels of abstraction.

The first idea—that the science of organizational behavior is multi-disciplinary in nature—is a reflection of reality. However, it results in a literature characterized by terminological and methodological diversity because it is based on assumptions, concepts, and methods drawn from the various contributing disciplines (e.g., psychology, sociology, management). Because of the inherent complexity of the phenomena of interest to researchers who study organizational behavior, and because of the fact that these researchers come from disciplines that represent different levels of science (see Section 2.2.2) clarity of understanding will require the use of multiple models, not the reduction of this complexity to a single, comprehensive model.

The second idea—that the literature of organizational behavior uses different units/levels of analysis—is most clearly represented in the work of Indik and Berrien (1963), Indik (1968), and in the Living Systems Theory of Miller (1965a, 1965b, 1965c, Miller & Miller, 1990). Indik and Berrien (1963) structure their taxonomy in terms of individuals, groups, and organizations, and in terms of organizational structures and organizational functions/processes. Miller structures Living Systems Theory in terms of eight levels of living systems including organisms (e.g., a human being), groups, and organizations, and in terms of twenty critical subsystems that are present in some form at each of the eight levels.
 These two categorization systems (i.e., individuals, teams/groups, units/organizations and levels of living systems) provide insight into important categories of phenomena that must be considered when attempting to understand the complexity involved in current efforts to represent human behavior realistically in military simulations.

The third idea—that the literature of organizational behavior is structured using different levels of abstraction—is derived from cognitive systems engineering (Rasmussen, et al., 1994). The realization of the need to understand the WHAT?, the HOW?, and the WHY? associated with military exercise outcomes (Lewman, et al., 1994) is not presented in terms of the need to understand outcomes at various levels of abstraction, but it amounts to much the same thing. Understanding and evaluating exercise outcomes at the level of the Battlefield Operating Systems is at such a high level that its usefulness, especially for diagnosis of performance problems, is limited. Understanding and evaluating exercise outcomes at the level of individual task behaviors as outlined in documents such as Army Training and Evaluation Programs (ARTEPs) can provide so much detail that it may seem overwhelming. The Critical Combat Functions provide a potentially useful middle ground of analysis between specific task behaviors and generic behavioral functions. 

As suggested in Figure 6, it is possible to take the idea that the literature of organizational behavior uses different units of analysis and the idea that the literature of organizational behavior is structured using different levels of abstraction and create a matrix. Some of the information presented in this study can be located clearly in a particular cell of this matrix; some of it cannot be located in this matrix because either the unit of analysis and/or the level of abstraction is unclear, although the information may provide useful insights into aspects of organizational behaviors.


UNIT OF ANALYSIS



individual;

component
team/group;

subsystem
unit/organization;

system

LEVEL OF ABSTRACTION


generic

behavioral

functions
Living Systems Theory

(Miller, 1965a, 1965b, 1965c; Miller & Miller, 1990)

Leadership Functions

(Fleishman et al., 1991)


Living Systems Theory

(Miller, 1965a, 1965b, 1965c; Miller & Miller, 1990)

Team Performance Functions

(Fleishman & Zaccaro, 1992)


Living Systems Theory

(Miller, 1965a, 1965b, 1965c; Miller & Miller, 1990)

Battlefield Operating Systems

(Holz et al., 1994)


task

specific functions


Critical Combat Functions

(Holz, et al., 1994)




task

specific

behaviors
Army Training and Evaluation Programs


Army Training and Evaluation Programs
Army Training and Evaluation Programs

Figure 6. Matrix for organizing information about organizational behaviors. TC "Figure6. Matrix for organizing information about organizational behaviors." \f F \l "1" 
A matrix such as this one could be used to assess the appropriateness of various taxonomies, classification systems, models etc. that are proposed for increasing the realism of human behavior representation in the military simulations that are used in command group training, tactical analyses, and weapon system evaluation. Such a conceptual tool could also help ensure consideration of a broad range of the essential aspects of organizations. It would not, however, aid with the more difficult question of determining exactly which aspects of organizations are essential to represent in order to provide a useful level of realism in the computer generated forces that populate many military simulations.

6. Conclusions

6.1. Conclusions Concerning the Unit/Level of Analysis

· Incorporating information from organizational behavior into complex military simulations will require careful selection of complementary concepts to ensure that they provide insight into individual behaviors, team/group behaviors, and/or unit/organizational behaviors as appropriate.

Currently available taxonomies of organizational behavior are not uniformly clear as to the unit of analysis that is being used (i.e., is the analysis being conducted in terms of individuals, teams/groups, and/or units/organizations). Some taxonomies include concepts that are clearly transferable from one unit of analysis to another (e.g., Miller, 1965a, 1965b, 1965c). Others clearly differentiate the unit of analysis but are not completely clear about the distinctions between levels of abstraction (i.e., specification in terms of behavior or function (e.g., Indik, 1968; Indik & Berrien, 1963). Still others provide useful insight into important types of organizational “variables” with no clear description of how these variables are realized in individuals, teams/groups, and/or units/organizations (e.g., Baudhuin, 1985; Sells, 1968).
· Selection of useful information from organizational behavior taxonomies will require clear differentiation between the ideas of structure and of process and careful selection of information to provide a useful balance between these two types of ideas.

Some of the literature reviewed attempts to differentiate between structural ideas and process ideas (e.g., Indik, 1968; Indik & Berrien, 1963). Some identify structural and process relationships (e.g., Miller, 1965b). Some do not seem to address this distinction directly at all (e.g., Appel et al., 1991; Nebeker, 1994). Clearly, information about both structure and process is needed for clear understanding of the complex activity that occurs in the military simulations used for command group training, tactical analyses, and weapon system evaluation.
6.2. Conclusions Concerning the Level of Abstraction

· Clear differentiation of information derived from analyses in terms of specific task behaviors, generic task functions, and generic behavioral functions is necessary to understand the several chains of means and ends that occur between the specification of high level mission goals and the task specific behaviors of individual warfighters, teams/groups of warfighters, and units/organizations of warfighters.

Analysis in terms of specific task behaviors can provide insight into HOW warfighters behave. Analysis in terms of generic behavioral functions can provide insight into WHY warfighters behave as they do—into their goals, their reasons, and their purposes. However, these two types of analysis belong to different domains of logic and are simultaneously mutually exclusive. The Critical Combat Functions provide a useful middle ground of analysis in terms of identifying generic task functions that are likely to occur in a large number of military scenarios. Without some understanding of WHAT? (generic task functions), HOW? (specific task behaviors), and WHY? (goals, purposes, and generic behavioral functions) it may be difficult to provide an appropriate level of realism in computerized representations of human behavior.

· Acceptance of the concept of “levels of abstraction” requires recognition of the necessity of functional specification of human reasons and purposes as well as behavioral specifications of task specific procedures.

Specification of mission goals/objectives is not uncommon. Specification of task procedures is also common. But, if the description of the means-ends analyses needed to span the gap between the overarching goals of the environment and the details of human behavior provided by Rasmussen et al., (1994) is correct, then there are three essential levels of analysis that must occur in between. Further insight into these intermediate levels analysis is provided by an understanding of the holarchic structure of scientific knowledge (see Section 2.2.2), and by Polanyi’s (1951) insight that explanations of human behavior in terms of causes and in terms of reasons are simultaneously mutually exclusive. Acceptance of this situation may bring more credibility to the idea that “human factors” such as morale, unit cohesion, and a fighting spirit can influence performance outcomes.

6.3. Conclusions Concerning the Scientific Basis of Literature Reviewed

· Useful information can be drawn from studies conducted using the assumptions, concepts, and methods of a variety of different sciences and from a variety of different levels of science (see Section 2.2.2).

· When selecting information from a multi-disciplinary science (e.g., organizational behavior) derived from studies conducted using the assumptions, concepts, and methods of a variety of different levels of science, care must be exercised to select information from studies that is complementary, and not contradictory.

7. Recommendations

· DMSO should undertake systematic research to identify the appropriate units of analysis and levels of abstraction to provide appropriate realism to the behavior of CGFs, and to guide selection of useful information from the literature of organizational behavior.

· DMSO should select a list of taxonomies that could guide CGF development. Then, 

· List and prioritize their strengths and weaknesses relative to DMSO criteria,

· Develop a taxonomy that DMSO can commit to as a guide for developing CGFs based on previously identified strengths,

· Disseminate information about that taxonomy by writing papers and giving presentations at meetings selected by DMSO.

· Collect feedback from the CGF community on all attempts to use the taxonomy in CGF development.

· Write a “lessons learned” report after a year of using the taxonomy.

· DMSO should support analyses of military scenarios in terms of a theory based taxonomy (e.g., the essential structures and processes suggested by Living Systems Theory). These analyses could provide useful insights into those behaviors that are essential to represent and those behaviors that are not necessary to represent in CGF.
The goal of realistically simulating human behavior in military simulations adds new levels of complexity to the task of building simulations, and brings new challenges to the developers of such simulations. For example, as the size of the unit of analysis increases, new variables may become important and must be identified; as the level of abstraction used in representing human behavior changes, the kinds of questions that can be asked of the data gathered during a simulation will change. The need for conceptual clarity to provide guidance for simulation developers may serve to further our understanding of the important factors that influence human behavior in the complex situations that constitute reality. 
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8. Overview of Appendices


The Appendices contain abstracts found during the on-line and in-house searching conducted for this study. They are organized into six sections as follows:

· Appendix A: Performance Process and Outcome Abstracts

· Appendix B: Performance Moderator Abstracts

· Appendix C: Abstracts Concerning Unidimensional Organizational Taxonomies

· Appendix D: Abstracts Concerning Critical Combat Functions

· Appendix E: Abstracts Concerning Multidimensional Organizational Taxonomies

· Appendix F: Abstracts Concerning Computer Modeling/Computer Generated Forces

Appendices C, D, and E include the abstracts that were specifically related to organizational taxonomies. During the search process, other potentially useful abstracts were found and they have been included in Appendices A, B, and F. The documents that appeared to be most useful have been incorporated into the body of this study, however, much potentially useful information is available in the documents identified in the Appendices. 
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� Synonyms for the term organizational behavior include applied psychology, business psychology, industrial psychology, occupational psychology, organizational psychology, vocational psychology, work psychology, industrial/organizational psychology, ergonomics, etc. (Furnham, 1997).


� Several slightly different versions of the concept of holism exist, and the preceding description incorporates features that are common to each of the versions. (See Phillips [1976] for a description and discussion of three distinct variants of the concept of holism.)


� See Koestler (1979), especially Chapter I and Appendix I, for additional information about holons, holarchies, and other related concepts.


� According the dictionary, teleology is “1, the study of final causes 2. the fact or quality of being directed toward a definite end or of having an ultimate purpose, esp. as attributed to natural processes 3. a) a belief, as that of vitalism, that natural phenomena are determined not only by mechanical causes but by an overall design or purpose in nature b) the study of evidence for this belief 4. Ethics the evaluation of conduct, as in utilitarianism, in relation to the end or ends it serves” (Guralnik, 1968, s.v. “teleology”). 


� The idea of interlocking means-ends relationships underlies the several levels of analysis advocated by Rasumssen (1994) in his book entitled, Cognitive Systems Engineering. 


� For a detailed discussion of the limits of causal descriptions and interpretations of human behavior see Matson (1964), The Broken Image.


� In Polanyi’s words, “the most important pair of mutually exclusive approaches to the same situation is formed by the alternative interpretations of human affairs in terms of causes and reasons. You can try to represent human actions completely in terms of their natural causes . . . If you carry this out and regard the actions of men, including the expression of their convictions, wholly as a set of responses to a given set of stimuli, then you obliterate any grounds on which the justification of those actions or convictions could be given or disputed” (1951, p. 22).


	Near the beginning of this century this situation where two reasonable, but simultaneously mutually exclusive explanations exist was termed complementarity by Bohr as he strove to resolve the question of the nature of light. Is light a particle? or Is light a wave? Bohr’s insight was that light is not either a wave or a particle. Rather, it is both a wave and a particle depending on the nature of the experimental design (Wheatley, 1994; see also Holton, 1970).


� In the literature, a variety of terms are used to describe factors that we have grouped under the heading “performance moderators” including “performance shaping factors” and “performance mediators.” All of these factors, regardless of how they are labeled, influence human performance.


� For example, a person fluent in English and Russian could perform a task described in terms of “translate this document from Russian to English.” A person who is fluent in English but who does not know a word of Russian would need to perform a number of related tasks first in order to be able to “translate this document from Russian to English.” If using machine translation, these tasks would include gaining the expertise needed to use appropriate software. If translating the document directly, these tasks might have to be broken down into smaller and smaller tasks until you reached a task such as “learn the Russian alphabet.”


� Note that because of the holarchic nature of human behavior, what is a function (an end) at one level of description/analysis, may become a behavior (a means) at another (see Rasmussen, Pejtersen, & Goodstein, 1994 for additional information about “means-ends” analyses).


� The defense modeling and simulation community uses the term human behavior representation to refer to this type of individual or unit behavior/performance (Pew & Mavor, 1997).


� This change in focus is a good example of the idea of a holarchy (see Section 2.2.2). That is, individual performance can be viewed as a whole, or it can be viewed as a part of a larger whole—a team/unit, and new measures of performance become important for measurement and evaluation of the performance of the team/unit.


� A recent publication, Team Performance Assessment and Measurement (Brannick, Salas, and Prince, 1997) provides extensive information about issues associate with this topic. 


� The terms used to describe the factors that influence human performance are many and varied. We have chosen to use the single term moderator to refer to factors that may enhance or degrade performance. Other terms that are found in the literature include “performance shaping factors,” and “performance mediators.”


� For more information about holons and holarchies see Section 2.2.2. 


� Abstracts concerning moderators that were found in the literature search are included in Appendix A.


� Socio-technical systems theory suggests “that organizations emerge because individuals can achieve goals through collective action that could not be attained by individuals working alone (Katz & Kahn, 1977)” (cited in Fleishman et al., 1992, p. 257). Such systems exist in a generally unstable external environment; they may include a myriad of different subsystems; and they are ultimately dependent on highly variable human beings (Fleishman et al., 1991). 


� Fleishman and Zaccaro (1992), use the term team performance functions to describe these essential coordinated activities, but others use terms such as “behaviors” and “processes.”


� This study, which is described in more detail in Section 4.4.2.7, is the only multidimensional organizational taxonomy found by searching the Defense Technical Information Center (DTIC) CD-ROM using weighted descriptors from the DTIC Thesaurus (dw=taxonomy [116 “hits”] and dw=organizations [511 “hits”]. Using descriptors rather than weighted descriptors (de=taxonomy [794 “hits”] and de=organizations [5372 “hits”] produced 15 references including this study by Baudhuin et al (1985) and one by Bhambri, Dalziel, and Williamson, (1984). There were also several unidimensional taxonomies concerning military leadership (Korotkin, Mumford, Yarkin-Levin, Wallis, & Fleishman, 1986; Mumford, Yaarkin-Levin, Korotkin, Wallis, & Marshall-Mies, 1986; Appel, Grubb, Elder, Leamon, & Watson, 1991;  ) and one concerning organizational climate (Secrist, Paden, & McNee, 1983). Some others addressed topics of only marginal interest to this study (e.g., productivity, human resources, work strategy) and others that were irrelevant for this study (e.g., software test technologies, computational linguistics, molecular biology). 


� Note that the authors of this taxonomy (Indik and Berrien, 1963; Indik, 1968) do not distinguish between process variables and functional variables. They are all lumped together as different from structural variables.


� The Battlefield Operations Systems include Intelligence, Maneuver, Fire Support, Air Defense, Command and Control, Mobility and Survivability, and Combat Service Support. They are typically assessed during each of the three phases of a mission (planning, preparation, and execution) (Holz, Hiller, & McFanan, 1994).


� A sample “strawman” of this human performance taxonomy is found in the Appendix of Winsch, Clifton, and Atwood (1996).


+� Several other studies by Indik provide additional information about this taxonomy: Some Necessary Steps Toward an Effective Theory of Organizational BehaviorI (Indik, 1967), A Compendium of Measures of Individuals, Groups and Organizations Relevant to the Study of Organizational Behavior (Indik, 1965a), and  Three Studies of Organizational and Individual Dimensions of Organizations (Indik, 1965b).


� According to Indik, (1968), “we may define an individual as a human being functioning in a group or an organizational setting. A group is a social system containing a set of two or more individuals who have some systematic interaction relationship to each other and who have some common basis for their association with each other. An organization is a social system containing a set of two or more interrelated groups having a common status and control hierarchy and collective identity, devoted primarily to the attainment of specific goals by a program of activity” (1968, p. 5). The organizational context includes “the cultural climate, mores, implicit values, and technology—in which the individuals, groups, and organizations exist” (p. 4) 


� According to Indik (1968), “ Structure refers to the arrangement of a system’s subsystems and components in social psychological and physical space. Here we are concerned mainly with those characteristics that tend to remain constant over time. Such structural characteristics tend to deal with distinctions associated with shape, pattern, number of components or description of other constituent materials that are basic aspects of the system. Common process classifications tend to be in terms of the variables and relationships that maintain the system in a steady state, or that deal with the adjustment processes that are mobilized to maintain those steady states” (p. 5).


� Miller uses the term matter in the sense of physics (i.e., “anything which has mass [m] and occupies space” (1965a, p. 193). He uses the term energy as it is commonly defined in physics “as the ability to do work” (1965a, p. 193). He uses the term matter-energy to suggest the intimate relationship between the two (p. 193). Miller uses the term information in the technical sense of information theory (Hartley, 1928; Shannon & Weaver, 1949) where it refers to “the degree of freedom that exists in a given situation to choose among signals, symbols, messages, or patterns to be transmitted” (Miller, 1965a, p. 194).


� Miller (1965a) uses the concept of the structure of a system to refer to static aspects of a phenomenon, specifically “the arrangement of its subsystems and components in three-dimensional space at a given moment in time” (p. 209). He uses the concept of process(es) to refer to the dynamic aspects of a phenomenon—as he states it, “all change over time of matter-energy or information in a system is process” (p. 209; italics original). 


� According to Miller (1965a), a subsystem is “the totality of all of the structures in a system which carry out a particular process … [and] is identified by the process it carries out. It exists in one or more identifiable structural units of the system. These specific, local, distinguishable structural units are called components or members or parts” (p. 218; italics original).


� Miller (1965b, pp. 362-378) provides numerous examples of each type of adjustment including a number that are military in nature.


� It is interesting to note that Indik (1968; see section 4.4.2.2 above) believed that his taxonomy “should generate systematic hypotheses that are consistent with the present findings, and should also be explanatory of future findings, much in the same way that Miller’s article (1965b [1965c in the reference list of this document]) on living systems generates cross-level hypotheses that are consistent with present findings and potentially fruitful for future hypothesis testing” (Indik, 1968, p. 7).


� See also Jacobs, Crooks, Crooks, Colburn, and Fraser (1994) for the final report of this work.


� Miller (1965b) points out that Malcolm (1963, pp. 4-5) has distinguished “eight hierarchical levels in a large weapon system: system, subsystem, component, assembly, subassembly, unit, unit component, and part: (Miller, 1965b, p. 217).






