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Table 2-1.  Some Key Evaluation Questions

QUESTION
QUESTION (EXPANDED)
EXAMPLES/ALTERNATIVES


Why?
What is purpose of evaluation?
· Satisfy milestone requirements 

· Identify design deficiencies

· Resolve training problems

· Predict training potential 

Who?
Whose training is being evaluated?
· Team 

· Multi-Service 

· Joint force

What?
What is being evaluated?
· Virtual simulation

· Constructive simulation

· Advanced Distributed Simulation

Where?
Where is evaluation conducted?
· Laboratory 

· Field

How?
What evaluation methods are used?
· Experiment

· Analysis

· Opinion

· Survey

Evaluation criteria?
What are the dependent variables?
· Reaction

· Learning

· Behavior/Processes

· Results

When?
What is timing of evaluation events?
· Pre-development

· During development

· Post-development

Table 2-2. Training Content, Echelon, and Training vs. Education Taxonomy

ECHELON
CONTENT
EDUCATION VS. TRAINING
FREQ 
PER-CENT

I (Individual)

(65% of cases)
job skills (e.g., air combat, combat engineer, maintenance, navigation, etc.)
training
62
25


gunnery (e.g., Dragon, tank, TOW, Bradley, M16A1)
training
33
13


education
education
27
11


flight (e.g., fixed-wing, rotary-wing)
training
26
10


combat leader (e.g., armor, aviation, naval)
training
6
2


military system operation (e.g., assault bridge, ship, information system, sensor system, weapon system)
training
9
4

T (Team)

(22% of cases)
military crew (e.g., aircrew, rifle squad, armor crew)
training
48
19


command group (e.g., Army, Navy, USAF, Marines, Joint)
training
8
3

C (Collective)
combat (e.g., air, ground, sea)
training
45
18

(18% of cases)
OOTW
training
0
0

J (Joint)
combat (e.g., air, ground, sea)
training
0
0

(0% of cases)
OOTW
training
0
0

Table 2-3. Training Type and Subtype Taxonomy

TRAINING TYPE
TRAINING SUBTYPE
FREQ
PER-CENT

simulation
virtual
51
20

(54% of 
gunnery
30
12

cases)
crew
16
6


flight
16
6


live
7
3


operator
6
2


constructive
8
3


maintenance
2
1

program 

(22% of cases)
N/A
55
22

medium 
ITV (instructional TV)
16
6

(21% of cases)
ICAI (intelligent computer-aided instruction)
10
4


CBI (computer-based instruction)
12
5


IVD (interactive video disk)
9
4


other
6
2

method 

(6% of cases)
various

14
6

Table 2-4.  Frequency of Usage of Common Evaluation Methods and Submethods

METHOD
SUBMETHODS
FREQ 
PERCENT

Experiment
True experiment
72
29

(65% of cases)
Transfer 
22
9


Pre-experiment
24
10


Test
16
6


Quasi-experiment 
12
5


Ex post facto 
15
6

Opinion
Users 
15
6

(13% of cases)
SMEs
12
5


Analysts 
5
2

Analysis
Evaluate
26
10

(17% of cases)
Compare
11
4


Optimize
6
2

Survey       (6% of cases)

14
6

Table 2-5. Levels of Data Commonly Associated with Evaluation Methods

METHOD 

TYPE
OF DATA



Qualitative
Non-Comparative
Comparative
Transfer

Experiment

(
(
(

Opinion
(
(
(
?

Analysis

(
(
?

Survey
(
(



Table 3-1. Three True Experimental Designs (from Campbell & Stanley, 1966) 

DESIGN
Campbell & Stanley 
DESCRIP-TION
CONTROL GROUP?
RANDOM ASSIGNMENT?
PRETEST-POSTTEST?
FREQ
PER-CENT

4
Pretest-posttest control group 
R O  X  O

R O       O
yes
yes
yes
22
31

5
Solomon 4-group 
R O  X  O

R O       O

R      X  O

R           O
yes
yes
yes
0
0

6
Posttest-only control group 
R  X  O

R       O
yes
yes
no
50
69

Legend: R (randomization of subjects), O (measurement of dependent variable), X (experimental treatment)

Table 3-2. Three Pre-Experimental Designs (from Campbell & Stanley, 1966) 

DESIGN
Campbell & Stanley 
DESCRIP-TION
CONTROL GROUP?
RANDOM ASSIGNMENT?
PRETEST-POSTTEST?
FREQ
PER-CENT

1
1-shot case study
X  O
no
no
no
6
25

2
1-group pretest-posttest
O  X  O
no
no
yes
17
71

3
Static group comparison                                                                                               
X  O

     O
yes
no
no
1
4



Legend: O (measurement of dependent variable), X (experimental treatment)

Table 3-3. Ten Quasi-Experimental Designs (from Campbell & Stanley, 1966)

DESIGN
Campbell & Stanley 
DESCRIPTION
CON-TROL GROUP?
RAN-DOM ASSIGN-MENT?
PRE- & POST-TEST?
FREQ
PER-CENT

7
Time-series experiment
O O O O X O O O O
no
no
yes
1
8

8
Equivalent time samples design
X1O X0O X1O X0O
no
no
yes
11
92

9
Equivalent materials samples design
MaX10 MbX0O McX1O MdX0O, etc.
no
no
yes
0
0

10
Nonequivalent control group design (common in naturally assembled collectives; pretest deals with nonequivalence)
O X O

O     O
yes
no
yes
0
0

11
Counterbalanced designs (all participants experience all treatments)
X1O X2O X3O X4O

X2O X4O X1O X3O

X3O X1O X4O X2O

X4O X3O X2O X1O
yes
no
yes
0
0

12
Separate sample pretest-posttest design (reasonable when applied to large populations)
R O (X)

R  X O

(R=randomly equivalent subgroups)
yes
yes
yes
0
0

13
Separate sample pretest-posttest control group design
R O (X)

R       X O

R O

R            O
yes
yes
yes
0
0

14
Multiple time series
O O OXO O O

O O O   O O O
yes
no
yes
0
0

15
Institutional cycle design


Class A X O1
Class B1 RO2 X O3
Class B2 R X O4
Class C           O6 X
yes
yes
yes
0
0

16
Regression discontinuity


(subsequent to an event, O’s are measured; question then asked: did event make a difference?)
no
no
no
0
0

Legend: R (randomization of subjects), O (measurement of dependent variable), X (experimental treatment)

Table 3-4.  Three Classes of Transfer Designs (adapted from Pfeiffer & Browning, 1984)
PURPOSE
EXPERIMENT TYPE
DESIGN
GROUPS
DESCRIPTION
FREQ
PER-CENT

Validation
Transfer
1A
E
SIM-------ACT
2
9




C
-------ACT




Transfer
1B
E
SIM-------ACT
0
0


Quasi-







Backward Transfer
1C
E
ACT-------SIM
4
17


Quasi-






Comparison
Transfer
2A
E1
SIM1-------ACT
1
4




E2
SIM2-------ACT






C
-------ACT




Transfer
2B
E1
SIM1-------ACT
6
26


Quasi-

E2
SIM2-------ACT




Interdevice Transfer
2C
E1

E2
SIM2-------SIM1

SIM1-------SIM2
2
9


Quasi-






Relationship
Transfer
3A
E1
SIM-------------ACT
3
13




E2
SIM-----------ACT






E3
SIM-------ACT






C
-------ACT




Transfer
3B
E1
SIM-------------ACT
4
17


Quasi-

E2

E3
SIM-----------ACT

SIM-------ACT



Legend: E, E1, E2, E3 (experimental group); C (control group); SIM (simulator); ACT (actual equipment)

Table 3-5. Frequencies and Percentages of Usage Of Analyst-, SME-,

and User Opinion-Based Evaluations in TCEF Sample

OPINION TYPE
ALL
EXCLUSIVE
RATIO: EXCLUSIVE/ OVERALL


FREQ
PERCENT
FREQ
PERCENT


Analysts
7
8
5
16
0.71

SMEs
25
29
12
38
0.48

Users
55
63
15
47
0.27

Table 3-6.  Frequencies and Percentages of Usage of Three Classes of Analysis

(Evaluate, Compare, or Optimize) for Existing vs. Hypothetical Systems

CLASS OF ANALYSIS
EXISTING
HYPOTHETICAL
OVERALL


FREQ
PERCENT
FREQ
PERCENT
FREQ
PERCENT

Evaluate
13
30
13
30
26
60

Compare
1
2
10
23
11
26

Optimize
0
0
6
14
6
14

Table 4-1. SIMNET/CCTT Evaluations by Authors and Evaluation Method and Submethod

METHOD
AUTHOR (YEAR)
SUBMETHOD

Experiment
Schwab & Gound (1988)
experiment (true): pretest-posttest control group


Brown, Pishel, & Southard (1988)
experiment (true): pretest-posttest control group


TEXCOM (1990)
experiment (pre-): 1-group pretest posttest


Smith & Graham (1990)
experiment (true): postest-only control group


Hartley, Quillinan, & Kruse (1990a,b)
experiment (test)


Shlechter, Bessemer, & Kolosh (1991)
experiment (ex post facto)


Bessemer (1991)
experiment (ex post facto),  experiment (quasi-)


Watson (1992)
experiment (true): postest-only control group


Smith & Cross (1992)
experiment (test)


Shlechter, Bessemer, Nesselroade, & Anthony (1995)
experiment (quasi-): equivalent time samples design 


TEXCOM (1997)
experiment (pre-): 1-group pretest posttest design

Analysis
Fusha (1989) 
analysis (evaluate)


Drucker & Campshure (1990)
analysis (evaluate)


Burnside (1990)
analysis (evaluate)


Thomas & Gainer (1990, May)
analysis (evaluate) 


Noble & Johnson  (1991a,b)
analysis (compare)


Lynn & Palmer (1991).
analysis (evaluate) 


Scott, Djang, & Laferriere (1995)
analysis (optimize) 


Finley (1997)
analysis (evaluate)

Opinion
Kraemer & Bessemer (1987)
opinion (analysts)


Brown & Mullis (1988a,b)
opinion (users)


Holstead (1989)
opinion (SMEs)


Crane & Berger (1993)
opinion (users)


Hoffman (1997)
opinion (users)


Bessemer & Myers (1998)
opinion (analysts)

Survey
Fletcher (1988)
survey

Table 4-2.  Simulators, Service, Types of Participant, and Locations Linked in MDT2

(adapted from Orlansky et al., 1997).

SIMULATORS 
SERVICE
TYPES OF PARTICIPANTS
LOCATION

· Tactical Operations Center (TOC)

· M1 Abrams tanks

· M2 Bradley fighting vehicles
Army
· Key staff members to include Tactical Air Control Party

· Command Group to include Air Liaison Officer of Enlisted Terminal Attack Controller

· Task Force Scouts

· Company Commander and Exec
· Mounted Warfare Test Bed, Ft. Knox, KY

· Semi-Automated Forces (SAFOR) (enemy and friendly)
Army



· F-16 aircraft simulator
Air Force
· Attack Pilots
· Armstrong Laboratory, Mesa, AZ

· Deployed Forward Observer/Module Unit Laser Equipment (DFO/MULE) Laser Target Designator
Marine Corps
· Ground Forward Air Controller and Laser Team


· Helmet mounted display simulator

· OV-10 aircraft simulator
Air Force Marine Corps
· Airborne Forward Air Controller
· Naval Air Warfare Center, Patuxent River, MD

· Recording and observation


· Institute for Defense Analyses, Alexandria, VA

· Armstrong Laboratory, Mesa, AZ

· Mounted Warfare Test Bed, Ft. Knox, KY

Table 4-3.  Dimensions and Subdimensions of TOM (Teamwork Observation Measure) 

(adapted from Orlansky et al., 1997)

PHASE
COMMUNI-CATION
TEAM COORDINATION
SITUATIONAL AWARENESS
TEAM ADAPTABILITY

Planning

Attack
· Correct format

· Proper terminology

· Clear, concise, and accurate

· Acknowledg-ments

· Other
· Synchronized actions

· Timely passing of information

· Familiar with others’ jobs

· Other
· Maintained “big picture”

· Identified potential problem areas

· Aware of resources available

· Provided information in advance

· Other
· Backup plans

· Smooth transition to backup plans

· Quickly adjusted to situational changes

· Other

Control Point


· 
· 
· 
· 

Attack
· 
· 
· 
· 

Table 4-4.  Bombing Performance for February 1995 Exercise (from Orlansky et al., 1997).


EXERCISE DAY

PERFORMANCE MEASURE
1
2
3
4
5

Number of bombs released per day
4
10
11
19
14

Mean releases per mission
1.0
2.5
3.7
3.8
4.7

% of missions with 3 or more releases
0
50
66
80
100

Mean time between releases (minutes: seconds)
18:31
7:12
3:39
4:15
4:12

Number of releases separated by less than 1 minute
0
2
5
11
10

Table 4-5.  CAS Kills, Misses, and Average Engagement Time for February 1995 Exercise 

(adapted from Orlansky et al., 1997)


EXERCISE DAY

PERFORMANCE MEASURE
2 (Defense)
3 (Offense)
4 (Defense)
5 (Offense)

CAS Kills
3
5
7
9

CAS Misses
3
5
5
2

Average Engagement Time (min.)
4
3
2
1.5

Table 4-6.  Results of MDT2 Opinion Survey  (from Orlansky et al., 1997)

ISSUE
SURVEY ITEM 

(31 subjects each year, across all sites)
% AGREE



1994
1995

Need
The opportunity provided by MDT2 to practice with personnel from other services is necessary for training CAS
90
90


MDT2 is a good training system for CAS because it focuses on critical training needs
90
74


Given the chance, I would like to train with the MDT2 on a period basis
94
83

Credibility
MDT2 can be an effective trainer for CAS with only a few minor modifications
81
55


 A positive aspect of MDT2 is that it gives more realistic feedback on CAS kills than in field exercises or at combat training centers
94
69


I can apply more realistic CAS tactics in MDT2 than I can in field exercises or at combat training centers
77
53

Multi-Service Value
Experience on MDT2 will make me better able to interact with members of other services to plan for and executes CAS missions in combat
90
90


Training with MDT2 will give me a better understanding of the jobs and role or personnel from other services in planning and conducting CAS
84
87

Role in Training Cycle
Experience with MDT2 will better prepare me for field exercises on CAS mission, such as those at Air Warrior and NTC
87
90


Training on MDT2 can supplement service-specific CAS training
87
77

Expected Impact
The training that MDT2 provides can be applied directly to combat
97
100


Estimate the extent to which your experience with MDT2 has affected your ability to perform your role in a mission that uses CAS
93
94

Table 5-1.  Potential Limitations of Reported Findings on Training Device Effectiveness

(Based on N=35 evaluations) (adapted from Kraemer & Rowatt, 1993)

LIMITATION
DESCRIPTION
N
PERCENT

1
Small sample size
14
40

2
Unreliable performance measures
11
31

3
Groups treated differently
10
29

4
Device system errors
10
29

5
Subjects nor random or matched
8
23

6
Ceiling effect
3
9

7
Insufficient amounts of practice
2
6

8
Floor effect
1
3

Overall

59
169

Table 7-1.  Dependent Variables Used in SIMNET/CCTT Evaluations 

by Authors and Evaluation Methods

METHOD
AUTHOR (YEAR)
DEPENDENT VARIABLES

Experiment
Schwab & Gound (1988)
STX GO scores


Brown, Pishel, & Southard (1988)
Platoon performance, command & control, and leadership


TEXCOM (1990)
SME-rated performance on various collective tactical tasks


Smith & Graham (1990)
Soldier performance on command and control (2) communications, (3) position location, (4) combat driving; rated similarity of training on SIMNET and with M1


Hartley, Quillinan, & Kruse (1990a,b)
Conformance to direct fire and direct/indirect vulnerability models


Shlechter, Bessemer, & Kolosh (1991)
Demonstrated leadership performance during simulated combat


Bessemer (1991)
Amount and type of field training conducted, leadership performance


Watson (1992)
Various tactical outcome measures; e.g., losses, exchange ratio, battle duration, kills


Smith & Cross (1992)
Rated performance on individual and collective tasks and subtasks


Shlechter, Bessemer, Nesselroade, & Anthony (1995)
Unit performance on training tables


TEXCOM (1997)
Team performance on various tactical tasks

Analysis
Fusha (1989) 
Trainability of selected MTP tasks


Drucker & Campshure (1990)
Degree to which simulation supports training on task(s)


Burnside (1990)
Degree to which simulation supports training on task(s)


Thomas & Gainer (1990, May)
Degree to which simulation supports training on task(s)


Noble & Johnson  (1991a,b)
Adequacy of training on a family of tasks


Lynn & Palmer (1991).
Degree to which simulation supports training on task(s)


Scott, Djang, & Laferriere (1995)
Training effectiveness


Finley (1997)
CCTT ability to simulate specified set of variations in communication quality

Opinion
Kraemer & Bessemer (1987)
Gunnery performance


Brown & Mullis (1988a,b)
SIMNET realism and value for training


Holstead (1989)
Relative capability of SIMNET to provide training on tactical aviation tasks


Crane & Berger (1993)
Pilot interest in additional simulator training


Hoffman (1997)
N/A. Resolution of various problems during introducton of new training program.


Bessemer & Myers (1998)
Process performance indicators (determined on case-by-case basis)

Survey
Fletcher (1988)
Training value of SIMNET

Table 7-2.  Consolidated List of Recommended Dependent Measures by Author

WHEN
DEPENDENT 
AUTHOR


MEASURE
Alluisi
Bell et al.
Garlinger & Fallesen 
Hiller

During
1. Reaction

(
(
(

training
2. Collective Performance

(
(
(


3. Results

(
(
(

Post-training
4. Collective Performance



(


5. Results
(


(

Table 7-3.  Consolidated List of Recommended Dependent Measures with Descriptions

WHEN
DEPENDENT

MEASURE 
DESCRIPTION

During
1. Reaction
What were user and SME reactions to simulator?

training
2. Collective Performance
How well did teams and other collective echelons perform in the simulator?


3. Results
What were the tangible results during training? (exchange ratio, percent losses by force, shots/kill, etc..) 

Post-training
4. Collective Performance
How did team and other collective echelons perform  after training?


5. Results
What were the tangible results after training? (readiness, field exercise performance, combat outcomes)?

Table 8-1.  Common Objectives for Conducting Training Effectiveness Evaluations

CODE
PRE-DEVELOPMENT (A)
DEVELOPMENTAL (B)
POST-DEVELOPMENT (C)

1
Estimate need for new training system
N/A

2
Predict training effectiveness
Measure training effectiveness
Determine training effectiveness

3
Predict transfer of training
Measure transfer of training
Determine transfer of training

4
Predict user acceptance
Measure user acceptance
Determine user acceptance

5
Support training design
Determine training status

6
Support system design
Evaluate system design

Table 8-2.  Descriptive Summary of Representative Evaluations for Evaluation 

Objective 2A: Predict Training Effectiveness

AUTHOR (YEAR)
EVALUATION CRITERIA
METHOD
SUMMARY

Carroll (1995)
Training effectiveness and cost
analysis (compare)
Milestone evaluation.  Objective was to determine the most cost-effective training strategy for Heavy Assault Bridge, a longer version of Breacher.  This study extrapolated from the earlier Breacher CTEA.  Breacher CTEA was analyzed to identify bridging specific tasks and training alternatives were generated; these were reviewed by SMEs.  Training methods and resources were estimated.  Alternative training strategies were developed.  Costs were estimated for the alternative strategies.  Sensitivity analysis was conducted.  Training strategy was determined by comparing relative costs and estimated effectiveness of alternatives.  Methods described in detail.

Noble & Johnson  (1991a,b)
Adequacy of training on a family of tasks
analysis (compare)
Milestone evaluation.  Analytical study to determine possible OPTEMPO reductions with adoption of CCTT.  CCTT training effectiveness was estimated based on previous analyses of SIMNET (surrogate system).  CCTT TDR was examined to determine task areas to be trained; these were compared with task areas covered by SIMNET.  Three different training device alternatives were compared (improved SIMNET-T, degraded CCTT, embedded training). Costs were estimated. 

Leatherwood, Schisser, & Russell (1986)
Training effectiveness and cost
analysis (evaluate)
Milestone evaluation.  A CTEA for a training program that had not yet been tried at the time of the study.  A task list was developed based on documentation, site visits, and related courses.  The list was reviewed by a panel and revised.  POIs were reviewed and critiqued in relation to task coverage.  The envisioned courses were found to be inadequate.  What, exactly, happened in this study is somewhat ambiguous.

Finley (1997)
CCTT ability to simulate specified set of variations in communication quality
analysis (evaluate)
Prospective evaluation of the capability of the CCTT to provide a suitable environment for training involving degraded communications.  Analyses were performed to first identify training needs in armor and mechanized infantry units using single channel ground/air radio systems.  Capabilities of initial CCTT to simulate realistic variations in communications quality were then estimated.

Berg,  Adedeji, & Trenholm (1993)
Marksmanship performance
analysis (evaluate)
An analytical study of the potential use of simulators vs. live-fire for USMC marksmanship training. The study examines simulators currently used in the USMC and Army and their estimated potential for expanded use in the USMC to effect cost savings.  The biggest cost driver in marksmanship training is the cost of training ammunition.  Additional costs are involved in operating and maintaining ranges.  Simulators have the potential to significantly reduce these costs in the USMC.  Limited effectiveness data are provided.  Detailed cost analyses are provided.

Lynn & Palmer (1991)
Degree to which simulation supports training on task(s)
analysis (evaluate) opinion (analysts)
Analysts reviewed various CCTT conceptual documents (concept evaluation program; training device needs statement, training device requirement, system specification) and reports (reliability; force development test and experimentation final report) and estimated operational effectiveness of CCTT. CCTT strengths and weaknesses were extrapolated from those of SIMNET.

Drucker & Campshure (1990)
Degree to which simulation supports training on task(s)
analysis (evaluate)
An analysis to estimate how well SIMNET can be used to train tactical activities conducted during tank platoon operations.  The activities performed by armor personnel during combat were identified from field manuals and other documents.  The research staff then attempted to perform these activities on SIMNET and recorded estimated fidelity with a checklist.

Burnside (1990)
Degree to which simulation supports training on task(s)
analysis (evaluate)
SMEs rated degree to which selected ARTEP tasks could be performed in SIMNET. Ratings were consolidated with decision rules, reviewed, and coordinated.

Kelly (1995)
Functional training capabilities of simulator
opinion (SMEs)
SMEs separately rated training capabilities of traditional method (Range 400) and Leathernet (pre-build system).

Table 8-3.  Descriptive Summary of Representative Evaluations for Evaluation 

Objective 2B: Measure Training Effectiveness

AUTHOR (YEAR)
EVALUATION CRITERIA
METHOD
SUMMARY

Thomas & Gainer (1990, May)
Degree to which simulation supports training on task(s)
analysis (evaluate) opinion (SMEs) opinion (users)
Case study to evaluate how well AIRNET could be used to train ARTEP tasks.  Tasks were selected.  Pilots used AIRNET to conduct simulated missions.  SMEs rated their performance and AIRNET performance for each task.  Subjects completed questionnaires about technical performance of system.

Orlansky, Taylor, Levine, & Honig (1997)
Reactions, adequacy of team interactions, bombing performance
experiment (quasi-)
Cost and training effectiveness evaluation of the MDT2, a prototype virtual simulation for training the close air support mission and involving multi-service aid and ground forces. Process and outcome measures were obtained on a daily basis during 5-day exercise.  Participant opinion data were obtained at end of exercise.  MDT2 was effective in training, and cost approximately one-tenth of equivalent training using live forces.  The methods are described in sufficient detail to be useful as models by evaluators.

Shlechter, Bessemer, Nesselroade, & Anthony (1995)
Unit performance on gunnery training tables
experiment (quasi-) opinion (SMEs) opinion (users)
Unit scores were obtained and compared across six successive gunnery  training tables. Instructors and participants provided ratings of the training experience.

Smith & Cross (1992)
Rated performance on individual and collective tasks and subtasks
experiment (test)
Aircrews performed a variety of individual and collective tasks on simulator and their performance was rated by SMEs; aircrews also completed questionnaire items

Lickteig & Collins (1995)
Numerous, based on blueprint of battlefield; e.g., loss/kill ratio, % kills, no. hits, hit range, kill range, hits/round ratio, kills/hit ratio, kills/round ratio, no. rounds fired
experiment (true)
2 x 3 factorial experiment (CVCC and baseline conditions by battalion, company, and platoon echelons) between-subjects design.  Objective was to determine operational effectiveness of CVCC connectivity among exercise participants.  Baseline groups underwent similar training but were not equipped with CVCC. Report describes method in sufficient detail to use as model in comparable TEAs involving large-scale simulations and/or field training.

Shlechter, Kraemer, Bessemer, Burnside, & Anthony (1996)
SME attitudes toward various aspects of VTP
opinion (SMEs)
Survey of SMEs (observer controllers) regarding their attitudes toward the virtual training program in terms of these aspects of VTP: train the trainer, unit preparation, training structure, training proficiency, unit follow up and take home packages.  Participants were interviewed about selected aspects of VTP.

Table 8-4. Evaluation Criteria by Study for Objective 2B: Measure Training Effectiveness

WHEN
EVALUATION
STUDY


CRITERIA
Thomas & Gainer
Orlansky et al.
Shlechter et al. (1995)
Smith & Cross
Lickteig & Collins
Shlechter et al. (1996)

During
1. Reaction
(
(



(

training
2. Collective Performance

(

(




3. Results

(
(

(


Post-training
4. Collective Performance








5. Results







Table 8-5.  Descriptive Summary of Representative Evaluations for Evaluation 

Objective 2C: Determine Training Effectiveness

AUTHOR (YEAR)
EVALUATION CRITERIA
METHOD
SUMMARY

Ambruster (1987)
Student critiques, flight  & academic grades,  instructor interview comments
analysis (evaluate)
A review of two related ongoing training programs.  SMEs reviewed the class "audit trail", student critiques, flight evaluation grades, comment slips, academic results, training materials, PIs, and interviewed instructors.

Bailey & Hodak  (1994)
Marksmanship accuracy
analysis (evaluate)
A review of several studies evaluating effectiveness of weapon simulators: Multipurpose Arcade Combat Simulator, Weaponeer, Squad Engagement Training System, Indoor Simulated Marksmanship Trainer, Precision Gunnery Training System.  Also sketches some methods for evaluating live fire offset.  Though some results are positive in terms of reduced costs and transfer from simulator to live fire, study concludes that simulation offset to live fire could not be determined at time of study because of lack of empirical data and need to rely on perceptions.

Orlansky, Dahlman, Hammon, Metzko, Taylor, & Youngblut (1994)
Training effectiveness and cost
analysis (evaluate)
A wide-ranging review of the cost and effectiveness of military models and simulations as they relate to training. Estimates investments in M&S, summarizes cost-effectiveness findings, describes M&S usage by service, describes distributed interactive simulations in use, and sketches key technologies relevant to simulation and training (e.g., networks, semi-automated forces, range instrumentation, dismounted combatants, virtual environments, etc.)

Worley, Simpson, Moses, Aylward, Bailey, & Fish (1996)
Training effectiveness and cost
analysis (evaluate)
Review of the literature on the cost and training effectiveness of simulation at several training echelons (individual, collective, command and staff).  Demonstrates cost-effectiveness of simulation.  Provides comparable review for acquisition and analysis applications of modeling and simulation.

Derrick & Davis (1993) 
Training effectiveness and cost
experiment (ex post facto)
Comparative study of large training system comprising 43 courses taught to pilots, navigators, flight engineers, loadmasters, and maintenance technicians. Study compared the costs and effectiveness of traditional aircrew training system (conducted by USAF personnel) and contractor-delivered (flying training delivered by USAF).  Training effectiveness for two programs was assessed by examining training folders for both training periods.  Cost data were obtained by counting resources for both systems; e.g., number of graduates, instructors, airplanes, flying hours, training days, overhead staff, types and number of training devices, etc. Method described in detail.

Evans & Braby (1983)
Student, instructor, and supervisor ratings of instructional quality
opinion (users)
Survey of 37 Navy and Marine Corps courses involving individualized instruction.  Data were collected from site visits, reviews of materials, and questionnaires administered to students, instructors, and supervisors. Conclusions: perceptions of individualized instruction were positive but quality of conventional instruction was rated higher.  Cost of conventional instruction was higher.

Table 8-6.  Descriptive Summary of Representative Evaluations for Evaluation 

Objective 3B: Measure Transfer of Training

AUTHOR (YEAR)
EVALUATION CRITERIA
METHOD
SUMMARY

Witmer (1988)
Gunnery accuracy and speed (opening time, identification time, hit time, aiming error)
experiment (transfer)
Experiment: 2 groups of 12 M60A3 gunners trained on VIGS and UCOFT in opposite orders.  Performance was assessed on second trainer used.  Performance improvement (speed & accuracy) on each device was recorded and transfer from one device to the other was estimated by correlating scores between two devices.

Wheaton, Rose, Fingerman,  Leonard, & Boycan (1976)
Percent hits, time between 1st. and 2nd. rounds, percent transfer
experiment (transfer)
4-group experiment: 3 groups trained on different burst on target training devices (17-4, 17-4 modified, COFT), control group practiced criterion task without prior training.  All groups were then tested on M60A1 using laser firing device.

Bauer  (1978)
Gunnery accuracy and speed
experiment (transfer)
3-group experiment. 2 groups practiced on mini range (130 or 260 rounds) and a third group used 7.62 coaxial MG preliminary tables.  All groups then fired 105mm on Tables IV & VIII.

Kaempf & Blackwell (1990)
Performance on selected flight maneuvers
experiment (transfer)
2-group experiment: 20 aviators were pretested on flight skills during aircraft checkride and on simulator.  10 each were assigned to experimental and control groups.  Experimental group trained to proficiency on simulator and then received similar training on aircraft.  Control group trained to proficiency on aircraft and then was tested on simulator.  Experimental group required little aircraft time to reach proficiency on aircraft; good transfer from simulator. Control group flying skills did not (backward) transfer to simulator.

Thorpe, Varney, McFadden, LeMaster, & Short (1978)
Student landing proficiency
experiment (transfer)
Three (3) groups of students received training in different flight simulators and were subsequently evaluated during flights and landings on KC-135.  

Stewart (1994)
Flying performance
experiment (transfer) opinion (users)
Experienced pilots followed mission scenario on simulator and their performance was evaluated; participants also rated simulator flight characteristics.

Table 8-7. Evaluation Criteria by Study for Objective 3B: Measure Transfer of Training 
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Table 8-8.  Descriptive Summary of Representative Evaluations for Evaluation Objective 4B

(Measure User Acceptance) and 4C (Determine User Acceptance)

OBJ
AUTHOR (YEAR)
EVALUATION CRITERIA
METHOD
SUMMARY

4B
Mirabella, Sticha, & Morrison (1997)
Attitudes and opinions re MDT2 simulation and its value
opinion (users)
User reactions to participation in MDT2 training were obtained with a combination of survey questionnaires, group interviews, and observations of training. Report discusses problems in conducting data collection and details questions asked, data collection procedures and instruments, and research findings.  Includes lessons learned.  

4B
Fletcher (1988)
Attitudes and opinions re SIMNET simulation and its value
opinion (users)
During early phase of SIMNET implementation commanders and crews at all levels were asked to rate and provide comments regarding the performance of SIMNET as a device and a simulator, how well it exercised different skills, its appropriate training role, and user acceptance.  

4C
Sheppe, Sheppard, & McDonald (1990)
Attitudes and opinions re trainer effectiveness, utilization, and acceptance
opinion (users) opinion (SMEs)
Fleet personnel completed questionnaires and were interviewed to determine perceptions of effectiveness, utilization, and acceptance.

4C
Johnson (1995)
Supervisor/leader satisfaction with EO program and performance of DEOMI graduates
opinion (users) opinion (SMEs)
Senior leaders, commanders, and supervisors completed questionnaires and were interviewed to determine satisfaction with equal opportunity program and performance of graduates.

Table 8-9.  Descriptive Summary of Representative Evaluations for Evaluation

Objective 5AB: Support Training Design

AUTHOR (YEAR)
EVALUATION CRITERIA
METHOD
SUMMARY

Keller, Maruna, Hawkins, & Bealieu (1991) 
Percent of trainable tasks on list
analysis (compare)
Analytical study to assess alternative ways to train helicopter units.  Collective training tasks were identified and cost and effectiveness of four alternative ways to train was estimated: (1) aircraft without MILES, (2) aircraft with MILES/AGES, (3) simulator with AVCATT technology, (4) simulator with commercial technology.  Alternatives were compared analytically.  Alternative 3 offered best training capability.

Berg, Adedeji, & Steadman (1993)
Marksmanship accuracy, cost
analysis (optimize) opinion (SME)
An analytical and opinion-based study to estimate the extent to which the Marine Corps should use simulators vs. live-fire to perform infantry training tasks.  Study applied a CNA-developed cost-effectiveness estimation method to gather effectiveness data from SMEs and combine it with CNA cost estimates to determine the appropriate mix of simulation and live fire.  Effectiveness estimates and detailed cost data are provided.  Study concluded that third-generation simulators can be used cost-effectively, that procuring them would be a very good investment, that they would increase the overall quality and effectiveness of training, and significantly reduce the total annual cost of training.

Scott, Djang, & Laferriere (1995)
Cost, training effectiveness
analysis (optimize) opinion (users)
Objective was to find best way to field future CCTT into reserves.  Reserve soldiers with CCTT experience rated effectiveness of current training; ratings provided estimates of best training mission scenarios.  Mathematical models were use to estimate costs of three fielding alternatives.  Data collection instruments and mathematical models are described in detail

Rozen (1985)
Cost and training effectiveness
analysis (optimize) opinion (users)
Objective was to determine the most cost-effective combination of flight simulation and flying for maintaining proficiency of three categories of Israeli pilots (fighter, transport, helicopter).  A cost effectiveness decision model is described.  58 pilots were interviewed and expressed their opinions on the best mix of simulators/flying.  Data were used to construct transfer curves (isoquants) in accordance with Povenmire and Roscoe's method.  Costs were estimated based on the curves generated.  Sensitivity analyses were conducted. The method described is original and unique, combining cost analysis and linear modeling.

Table 8-10.  Descriptive Summary of Representative Evaluations for Evaluation 

Objective 5C: Determine Training Status

AUTHOR (YEAR)
EVALUATION CRITERIA
METHOD
SUMMARY

Ellis & Parchman (1994)
Student test performance and attitudes
analysis (compare) opinion (users)
The Course Evaluation System (CES) method was used to assess match between course objectives, test items, and instructional presentation for both new (CBI-based) and traditional versions of course. Students completed a questionnaire to assess attention, relevance, confidence, and satisfaction.  Test scores were compared between new and old versions of course. No significant differences between old and new courses, but student questionnaire responses favored new course.

TEXCOM Combined Arms Test Center (1997)
Team performance on various tactical tasks
experiment (pre-) opinion (SME)
Various company level teams participated in training of their own choice, and later were tested for the record.  Teams were then pretested, CCTT trained, and posttested.  No actual performance data were recorded.  Appear to have been many counfounding factors in test.  Results are primarily observational.

Pishel, Neal, & Stapp (1991)
Performance test scores, survey, Interviews
experiment (test)
MCS operators/users were surveyed, interviewed, and performance tested

Wood (1987)
Ability to support training on nonsystem training device requirements
experiment (test)
Four battalions attempted to use software to support operation orders and to train staff.  Numerous problems were encountered.

Salter (1998)
Performance on ARTEP tasks (against standard)
experiment (test) opinion (users)
Small-scale test of FIST-B training device.  Bradley squads trained with device.  Data were gathered during exercise re performance on  tasks to be trained to pre-specified standard.  At conclusion of training, squads were interviewed and completed questionnaires.

George, Jackson, Kenney, & Kilgore (1991) 
STAMIS-TACCS operator test performance, attitudes of operators and managers/ supervisors
survey
Survey team visited several sites to conduct tests, surveys, and interviews.  Objective was to assess training to support STAMIS-TACCS.  STAMIS-TACCS operators were tested and surveyed, software analysts and managers/supervisors were surveyed and interviewed.

Table A-1.  Classes of Documents and Information in Training and Cost-Effectiveness File



CLASSES OF DOCUMENTS



Evaluations
Research Summaries
Methods
Policy

CLASSES OF INFORMATION
File Field
cost- & benefit analyses (CA, CBA )
evaluation plans
training analyses (TEA, CTEA, tests)
VV&A
biblio- graphies
lessons learned
meta-analyses
reviews
cost- & benefit analyses (CA, CBA )
training analyses (TEA, CTEA, tests)
measures of  effect- iveness (MOE)
VV&A
analysis/ design
policy


ID no.
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Title
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Citation
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes

Document
Year
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes

ID
DTIC AD no. 
cond.
cond.
cond.
cond.
cond.
cond.
cond.
cond.
cond.
cond.
cond.
cond.
cond.
cond.


Status 
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Source 
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Classification 
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Document type 
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Record complete flag
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes

Document
Summary
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes

Summary
Abstract
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Notes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes


Training echelon 
yes
yes
yes
yes
yes
yes
yes
yes
no
cond.
cond.
yes
no
no

Type of
Training type
yes
yes
yes
yes
yes
yes
yes
yes
no
cond.
cond.
yes
no
no

Training
Training subtype
yes
yes
yes
yes
yes
yes
yes
yes
no
cond.
cond.
yes
no
no


Training content
yes
yes
yes
yes
yes
yes
yes
cond.
no
cond.
cond.
no
no
no

Training   System 
Stage of system development
yes
cond.
cond.
cond.
no
cond.
cond.
no
no
cond.
no
no
no
no


System cost 
yes
cond.
cond.
cond.
no
cond.
cond.
no
no
cond.
no
no
no
no


Method
no
yes
yes
yes
no
no
no
no
no
cond.
no
no
cond.
no


Submethod
no
yes
yes
yes
no
no
no
no
no
no
no
no
no
no

Type of
Level
no
yes
yes
yes
no
no
no
no
no
cond.
no
no
cond.
no

Evaluation 
Independent variables
no
cond.
cond.
cond.
no
no
cond.
cond.
no
cond.
no
no
no
no


Dependent variables
no
yes
yes
yes
no
no
cond.
cond.
no
cond.
no
no
no
no


Quality rating 
yes
no
yes
yes
no
no
no
no
no
no
no
no
no
no

Case
Case
cond.
cond.
cond.
cond.
no
no
no
no
no
cond.
no
no
cond.
no

Table A-2.  Training and Cost-Effectiveness File Field Descriptions

CLASSES OF INFORMATION
File Field
Contents
Data Type
Default
Categor-ical?
More than one category entry allowed?
Categories


ID no.
Document reference number (automatically assigned by TCEF when a new document is entered).
Counter

yes
no
1-10000


Title
Document title.
Text

no
N/A



Citation
Document citation (APA format).
Memo

no
N/A


Document
Year
Document year of publication.
Number
9999
yes
no
1928-

ID
DTIC AD  no. 
This number is listed for documents obtained from DTIC.
Text

yes
no
AD numbers


Status 
This entry tells whether or not the document is “in house.”  If it is, an internal document reference number is listed; if not, the default entry  “ordered” appears.  
Text
ordered
yes
no
ordered or  doc. reference no.


Source 
The surnames of any SMEs who may have recommended that the document be included in TCEF.
Text
simpson
yes
yes
SME names


Classification 
Document security level.
Text
unclassified
yes
no
unclassified, limited, confidential, secret


Document type 
One (or more) of the categories in the Categories column of this table.
Text

yes
yes
bibliography, CA,CBA,  CTEA, directive, evaluation plan, lessons learned, meta-analysis, method (various types), review, TEA, test, VV&A


Record complete flag
Contains the initials of the person completing the record and date of completion.
Text

yes
no
blank or initials - date

Document
Summary
Concise summary of the document in terms of purpose, scope, methods, and findings.
Memo

no
N/A


Summary
Abstract
Document abstract.
Memo

no
N/A



Notes
Mainly recorded for evaluations--comments on anything notable (positive or negative) in terms of methodology
Memo

no
N/A



Training echelon 
Indicates if a study focused on collective, individual, joint, or team training.
Text

yes
yes
N/A, C (collective), I (individual), J (joint), T (team)

Type of
Training type
If applicable, lists which of the types of training in the Categories column of this table applies.
Text

yes
yes
N/A, field (field training), simulation, method (training method), medium (training medium), program (training program)

Training
Training subtype
A further breakdown of training type into its subtype.
Text

yes
yes
N/A, field, medium (*), medium (CBI), medium (ICAI), medium (ITV), medium (IVD), method (*), program, simulation (constructive), simulation (crew), simulation (flight), simulation (gunnery), simulation (live), simulation (maintenance), simulation (operator), simulation (virtual)


Training content
Training subject matter and echelon.
Text

yes
yes
N/A, I (combat leader), I (flight), I (gunnery), I (military system operation), I (education), I (job skills), T (command group), T (military crew), C (combat), C (OOTW), J (combat), J (OOTW)

Training   System 
Stage of system development
Estimate of the stage of development (phase 0, I, II, III, or IV) of a training system that was evaluated.
Text

yes
yes
N/A, 0, I, II, III, IV


System cost 
Estimated cost of a training system that was evaluated.
Text

yes
no
N/A, 0.1, 1, 10, 100, 1000, 10000 (Entry indicates that estimated cost is less than number X $1M.)


Method
Evaluation method used.
Text

yes
no
N/A, analysis, extrapolation, experiment, opinion


Submethod
A further breakdown of evaluation method into its submethod.
Text

yes
yes
N/A, analysis (compare), analysis (evaluate), analysis (optimize), experiment (ex post facto), experiment (pre-), experiment (quasi-), experiment (test), experiment (transfer), experiment (true), opinion (analysts), opinion (SMEs), opinion (users), survey

Type of
Level
Indicates whether a study used qualitative, non-comparative, comparative, or transfer data.
Text

yes
yes
N/A, qualitative, non-comparative, comparative, transfer 

Evaluation 
Independent variables
Independent variables used.
Text

no
N/A



Dependent variables
Dependent variables used.
Text

no
N/A



Quality rating 
Estimated quality of evaluation.
Text
N/A
yes
no
N/A, 1 (exemplary), 2 (typical), 3 (problematical), 4 (counter-example) 

Case
Case
Used to group certain sets of documents based on a common thread.
Text

yes
yes
N/A, analysis/design, basic skills, BFTT, CBI, CCTT, distance ed., evaluation, flight sims, gunnery, ICAI, MDT2, SIMNET, STOW, team 

� These examples/alternatives are for illustrative purposes only and not meant to be comprehensive.  The possibilities are developed in detail in Simpson (1998).


� Data are based on 250 evaluations in TCEF. Percentages are calculated based on frequency of occurrence of the training category divided by 250.  As some evaluations involve more than one type of training, totals exceed 100%.





� Data are based on 250 evaluations in TCEF. Percentages are calculated based on frequency of occurrence of the training subtype divided by 250.  As some evaluations involve more than one subtype, totals exceed 100%.


� Too varied to classify based on the small sample size. 


� Data are based on 250 evaluations in TCEF.


� Data element always present (yes), never present (no), conditional (cond.)





