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The Joint Distributed Engineering Plant (JDEP) is a DOD- and Service-funded initiative created to support interoperability.  JDEP facilitates access, coordination, scheduling, and technical support to replicated joint operational environments through the reuse of simulation and hardware- and software–in-the-loop (HW/SWIL) capabilities across the DOD and industry.  This allows for the creation of distributed federations for use in the development, integration, testing, and assessments of systems of systems. The JDEP technical framework comprises the components of a JDEP configuration, interfaces, and guidance on how to configure and apply the components to meet user needs. This was developed and applied to a series of events during the past year.  Following the plan for spiral development, the lessons learned through experience are being reviewed, plans are being formulated to address issues identified and the framework is being updated to reflect results.   This paper describes the framework, framework applications to federations to support Single Integrated Air Picture Systems Engineering, Air Force Multi—Source Correlator Tracker testing and time sensitive targeting experimentation, and the lessons learned.
Introduction

The Joint Distributed Engineering Plant (JDEP) is a funded initiative created to support the interoperability needs of developers, testers, and war fighters as well as ‘cross-program’ initiatives (e.g. Single Integrated Air Picture).  JDEP provides users with technical support to identify and access existing HW/SWIL and simulation capabilities across the DOD and industry and to federate them into distributed system environments for use in development, integration, testing, and assessments.

JDEP “events” occur each time that a set of capabilities is configured and used to meet specific users needs.  These events include the full process of planning, configuring and executing a federation, as well as the collection and analysis of data from the federation.  JDEP events are expected to be numerous routine activities that may be small (two or three system) configurations to address the specific needs of a developer, tester or war fighter, perhaps in conjunction (following or preceding) with larger events.  User needs drive when events take place, and which capabilities will participate.
The JDEP technical framework defines the types of components which may comprise a JDEP federation, interfaces (specifications) for the way the components work together, and guidance on how to configure and apply the components to a users needs. It is the general ‘blueprint’ for assembly of the ’piece parts’ to address a particular issue.  This framework has been designed to consider the broader purposes of JDEP, applying existing standards and tools wherever possible.  

The initial version of the framework was defined in January of 2002 (Dahmann and Clarke, 2002) and was used to guide the implementation and execution of JDEP events throughout the year.  The JDEP technical approach is based on the evolution of the framework based on experience with its use.  This paper reviews the application of the initial version of the framework in 2002 and  issues identified based on that experience.

Why a JDEP Technical Framework?

To achieve JDEP goal of enabling users to address SoS issues throughout the life cycle a technical framework was created to support cost-effective reuse of available components in configurations that met individual users needs. Currently, there are multiple technical approaches to linking HWIL and simulation environments in use.  JDEP is based on the premise that different these HWIL and simulation environments can be readily intermixed, along with representation of salient features of the operational environment, to create federation events to meet different user needs.  To make this a cost-effective reality, a technical approach to bridging the current approaches into a common framework for JDEP federations is needed.
Consequently, JDEP has created a common technical framework as basis for JDEP federation developments and investments.  Upgraded systems and new systems interfaces will be implemented using the technical framework and to the extent possible, JDEP events will be based on federations using the technical framework.  To ensure general acceptance and broad utility, the JDEP technical framework is based on open industry standards and standards-based commercial software and tools. More details about the history, background and objectives of the framework can be found in Dahmann and Clarke, 2002.

Drivers to JDEP Technical Framework

The JDEP technical framework is based on a set of premises.  JDEP is a user support initiative, not a technical development program.  Consequently, the JDEP technical framework is based on current standard and supports the application of current and emerging capabilities to meet user needs.  Current standards-based capabilities will be reused to support JDEP federations with priority on commercial tools.  JDEP will identify gaps in the available of capabilities to meet user needs and will develop options for filling these needs, through partnerships with existing programs (e.g. DOT&E CTEIP, DMSO, JT&E, Services) for development of needed capabilities.  JDEP will then provide support for procurement and use of instances of capabilities in the creation of JDEP federations and conduct of JDEP events.  

Creating and applying a standards-based framework for JDEP infrastructure is critical JDEP success.  However, it is imperative that JDEP begin today to support users applying the capabilities available.  New investments will be targeted towards the technical framework with a near-term, deliberate, managed approach to implementation of the framework.

Why A Standards-Based Approach?

JDEP adopted the use of a standards based approach to a component based for several reasons.  First, from a policy perspective, DOD promotes use of industry standards.  Further, from a practical perspective, use of available commercial products make federation development faster, cheaper, and easier to upgrade.  By separating systems and other representations from the infrastructure, potential to easily ‘upgrade’ or substitute different renditions (e.g. better sensor model).  Because interfaces are based on industry standards, it is possible for multiple developers to work concurrently and for components developed for one application to be more readily reused in another.  Using industry standards means some of the components may already be compliant.  In JDEP’s case, this is particularly true for simulations and support utilities.  Finally, the components can be reused in many different federations, with different managers and users, with the same federate participating in multiple different federations.

It should be recognized however, that a  ‘standards-based framework’, whatever the advantages, is still only a framework. It is still necessary to clearly define the problem, select/develop the right federates with the right characteristics, and verify, validate and accredit the federation for the problem.  It is still necessary to develop and maintain the federates (simulated and HWIL) with the fidelity and characteristics needed for the problem being addressed, although these should be more readily reusable if implemented using recognized standards.  There is no guarantee that federates developed to address one problem will be appropriate to address another problem, but those that are appropriate can be more readily accessed and reused. 

The Framework  

The initial version of the JDEP Framework is shown in the figure below (Dahmann and Clarke, 2002).  Working upward, the layers in the framework are described along with the current approach to supporting the services in JDEP.
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Figure 1: JDEP Technical Framework

· Communications:  JDEP federations will employ industry standard communications services, which will be defined for each application. These services will support local and wide area data transport. The types of federations that JDEP will support are varied in the amount of data that needs exchanged, the exchange constraints, and how potential JDEP sites are already equipped with communications network capabilities.  As a result, JDEP will address the specific needs and resources available to each federation in defining communication support.

· Information and Data Management: JDEP information and data management will be based on IEEE 1516 (HLA) runtime interface services via a compliant runtime infrastructure.  These services will provide efficient data delivery and filtering of data.  HLA 1.3 is the DOD standard for simulation interoperability and it has been demonstrated to be applicable to support live system interfaces, HLA has been selected as the standard for JDEP, beginning with 1.3 and moving to 1516 as the products become available.  A number of government HWIL federations currently use DIS.  But because of the broader JDEP mission to support development of new systems (prototypes), test existing systems, provide enhanced operation realism (environment and electromagnetic effects), and support larger scale, man-in-the loop dynamic environments, HLA was selected for JDEP due to its added capabilities for extensibility and flexibility.  Upgrades or gateways to DIS systems are envisioned.  The Test and Training Range Enabling Architecture (TENA) middleware will be used to support exchange of data with range systems, which as it matures and is deployed across the DOD will ease the cost and complexity of adding range-based systems to JDEP federations.

· Date Exchange Specifications: JDEP exchange will be based on the IEEE 1516 (HLA) Object Model Template specification for defining the conditions, syntax and semantics of data exchanges.  JDEP expects to maintain a suite of reference federation object models (FOMs) which will be used to derive the FOMs for particular federations, easing the cost and time in for each new federation.

· Application Interface: Interfaces between applications and the RTI will be built for flexibility, including what has been termed ‘FOM agility.’  This is the ability to adapt the interface to reconfigure the FOM for a particular federation, selecting a subset of information and adjusting the class hierarchy to address the needs of the particular federation.  This will allow federates to support multiple federations with different mixes of federates without software changes.  In addition, also for generality and flexibility, remote setup will be supported through the interface. 

· Applications: The lower layers will support applications or federates of two types.  First, federation utilities operate through the same interface as other federates (simulations, HWIL).  In JDEP commercial utilities will be employed to the extent possible.  Second, are the representations of systems, environment, communications etc. which form the environment and event contents. As shown in the figure below, representations (to include HW/SWIL, simulated, or live) are partitioned into basic components to allow for ease of adapting to specific needs of the federation (whether, which type and which instance), and to ensure common representation across federation as needed.
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Figure 2: Functional Representation

Application of JDEP Framework

During 2002, JDEP supported a set of activities to address interoperability issues.  Several of JDEP events applied the JDEP framework to the development and execution of federations of systems and simulations. 

The major FY02 user applications of JDEP are in the Air and Missile Defense arena.  The Single Integrated Air Picture Systems Engineer (SIAP SE) was the customer of the FY01 proof of concept event and the highest priority customer for JDEP in FY02.  After the SIAP SE assessed current infrastructures and found them unable to meet their system engineering needs, accelerated work began to apply the framework to create a persistent federation which could be used to address the set of SIAP critical experiments which have been developed to support the SIAP block upgrade process. A set of pilot federations have been developed and are being executed to address near term issues, and to serve as the building blocks for the capability to address issues in subsequent years (figure 3).  
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Figure 3: SIAP Pilot Federations

The HWIL mission computer sim-stim components of key SIAP supporting systems are being upgraded to add needed fidelity. These are incorporated into a series of federations to systematically address the effects of key factors, such as sensor data registration, bias on individual systems and on the ensemble of systems.  The supporting elements of the federation will be reused as the framework for assessing future SIAP mission computer reference implementations.  In November 2002, the first SIAP event was successfully conducted to address the effects of time synchronization and data registration bias on the Navy E-2C using the E-2C hardware-in-the-loop facility in the ESTEL lab at Patauxent River, MD.  (Talbot and Rock, 2003) Comparable events are in planning for the Patriot and AEGIS.

JDEP also support the Air Force Electronic Systems Command (ESC) in their Korean TADIL Improvement Program (KTAIP) by supporting a federation based on the framework to assess ther multi-source correlator-trackers in the new Korean air defense system (figure 4).  
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Figure 4: AF Sponsored Multi-Source Correlator Tracker JDEP Federation

In addition, a pilot implementation of the framework has been initiated in a Joint Time Sensitive Targeting (TST) Test Bed which links three Service laboratories to address TST issues in a joint HWIL and simulation environment.  This technical pilot supported the assessment of commercial products and implementation issues in the transition for use in the JDEP framework, and to validate the utility of the framework beyond the air and missile defense area (figure 5).
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Figure 5: Technical Framework Pilot Implementation with Time Sensitive Targeting Testbed
Framework Review Process

The JDEP technical approach is to incrementally and iteratively evolve the technical framework based on experience.  This first technical framework review has been conducted by the JDEP Systems engineers with input from participants in JDEP 2002 federations and from industry, through the JDEP NDIA JDEP Advisory Group.  In addition, the JDEP SIAP applications were used as use cases in a cooperative project (CISE: Coalition Interoperability through Standards-based Collaborative Environments) between the US and Sweden to address ways to improve the efficiency of developing federations to support systems integration and interoperability.  In particular, the reference FOM and general federation development process benefit directly from this cooperative technical venture.

In the following sections, the 2002 experience in each layer of the framework is reviewed, first in terms of the type of activity which was implemented which addressed the area and then second in terms of the issues identified based on the experience.  Since this ss the first year of use of the framework in JDEP, there are aspects of the framework which have not yet been applied, and hence cannot yet be addressed.

General Approach to 2002 Implementation

As the first year of JDEP operations, there was an emphasis on establishing some basic common approaches to JDEP processes and applying these across JDEP federations to the extent possible across.  These were drawn from industry standards wherever they were available, and from the experience base and tools of the similar activities where standards did not apply.

First,  from a process perspective, JDEP adopted the IEEE-standard Federation Development and Execution Process (FEDEP) as a framework which is applied throughout federation process.  FEDEP is used an initial scoping mechanism for federation planning, as the structure for federation work breakdown structures and federation action plans. 

Second, verification, validation and accreditation (VV&A ) of JDEP federations remains a user responsibility in JDEP federations with accreditation of federates, federations and federation supporting elements (e.g. scenario) considered as an integral part of the federation development and execution process, build on existing VV&A pedigrees and conducting added analysis as needed.  In the SIAP federations for instance, as part of the process of selecting federates and scenarios, the critical characteristics for the capabilities to meet the SIAP analysis needs are identified and assessments are made as part of the federation development process.  In both the E-2C and Patriot Time Synchronization Federations added analyses to assess the ability of the HWIL environments, particularly the sensors, to meet the analysis needs were conducted as part of the federation development.

Third, to aid in the federation design process and the reuse of federation capabilities, JDEP has adopted the concept of a Reference FOM.  This is discussed further below, but in 2002 an initial version of a reference FOM was applied to the SIAP federation development as the starting point for FOM development.  This Reference FOM, which is based on current Service simulation environments, has been updated and will again be used in 2003, to gain experience to assess the utility of this concept.

Finally, the federations followed the JDEP precept of reusing existing products, including HWIL, Simulation (digital system representations), commercial products (utilities), network services and commercial interface kits with ‘agile’ FOM capabilities.  By teaming with organizations with current expertise and useful products, JDEP has been able to accelerate the program’s ability to provide technical support to users.
Communications

JDEP uses standards-based practices to provide communications capabilities supporting federations that will differ significantly in participation, performance, configuration management, security and other communications related requirements.  The 2002 federations provided an initial experience base in these areas that are being addressed as a routine part of JDEP technical coordination support in 2003.  

Communications Performance

Federation collaborative engineering requirements (e.g., Video Teleconferencing) and the data exchange specification that defines the participating federate run time data exchanges (e.g., entity state updates, tactical messages, voice communications) dictate the communication performance requirements.  To support disparate requirements, JDEP is working with network providers to develop and maintain standard packages comprised of equipment strings and related non-recurring and recurring costs for distributed ATM, T1/ISDN, and DSN solutions.  Through understanding user federation communications requirements, existing federate connectivity, and working closely with network providers on available solutions – JDEP’s will be able to support management of shared configurations and diverse network assets to meet the users needs.  As JDEP evolves – these communications capabilities used to size solutions to meet users needs should be integrated to provide a run-time quality of service to the upper layers of the JDEP technical framework. 
Network Configuration Management

JDEP network configuration management will be required to ensure – to the degree needed - that a JDEP participants including communication providers validated and documented communications hardware and software retains that validation throughout the JDEP event.   It supports the users management of the physical and logical characteristics of network and resources and their inter-relationships.   Additionally, JDEP network configuration management will track pertinent information such as system software version numbers, serial numbers of hardware and software, physical locations of devices, test plans, engineering drawings, and names and contact information of key personnel.  Although each site supporting a JDEP federation may each be managed separately and have primary purposes other than the JDEP.  Each organization that supports a JDEP event will be responsible for maintaining the configuration of the site in a manner that ensures its compatibility with the federation.

Network Security

JDEP network security is a key issue in the critical path of virtually every JDEP federation.  JDEP will work with Services and network providers to develop and maintain a “JDEP Guide for Security Classification” to ensure that sites and labs understand the classification of data and how it is handled in the combined JDEP federations as well as how data is released to external sources and who is the responsible authority.  Additionally, JDEP will work with the Services to develop and maintain a “JDEP Security Requirements Guide” to assist sites on developing their accreditation packages for connection.  This will be a step though guide that will explain the process and give samples of all the required documents.
Information and Data Management

JDEP federations use the HLA RTI as the primary mechanism for data distribution.  In 2002, the federations all successfully used the DMSO freeware RTI 1.3NG v6.   Because the support of the DMSO RTI has been discontinued, it will be necessary to make a purchase decision on new RTI software.  Based on the success of the 2002 experience and to capitalize on the knowledge gained, the RTI 1.3NG implementation is planned for continued use in 2003 while JDEP develops an understanding of JDEP future federation needs.  In 2004, a review of needs and options will be conducted to select commercial RTI implementation(s) to be used to support JDEP future federations.  

In two of the federations, E-2C and MSCT, Link 16 communications between HWIL systems was handled outside of the HLA federation via networked SPAWAR Gateway Terminal Emulator (GTE) devices, an approach which is currently used in other environments (MDSE, DEP).  Limited Link 16 functionality in the GTE devices has lead to an effort to explicitly examine options for representation of communications systems in future JDEP federations (Furness 2003).

In this first year, there were no user needs to incorporate range-based systems into federations and consequently there has not yet been an opportunity to address this part of the technical framework.  Because JDEP is increasingly focusing on the earlier phases of the development process in SIAP, in 2003 there will be an emphasis on extending JDEP into contractor and future system prototyping facilities and there do not yet appear to be requirements for range interfaces.

Data Exchange Specification

In 2002, an initial version of a ‘reference federation object model (FOM)’ was used in the design of the SIAP E-2C federation.  This reference FOM was based on a combined version of the FOMs from the Army Joint Virtual Battlespace (JVB) and the Air Force Joint Synthetic Battlespace (JSB) based on the idea that system and other (e.g. environment) representations will be reused from these two Service sponsored simulation environments.  

In JDEP, the reference FOM is used as the starting point for the design of the federation, with the idea that having a common starting point for federation FOMs will both ease the time for federation design and development and will support lower cost reuse of components across federations.  The experience with the reference FOM was a focus of the US Sweden CISE project.  Based on the CISE project input, the E-2C federation, and the JSB/JVB experiences, the reference FOM has been updated.  This revised Reference FOM will be used to support 2003 JDEP federations, with extensions based on needs of new federations.  In particular, plans are underway to extend the reference FOM by incorporating Link 16 communications to support SIAP and other AMD federations. As experience grows with use of the Reference FOM as a federation design construct, the benefits in terms of time and resources as well as aid to the reuse of components will be assessed.

Application Interface

The technical framework calls for ‘agile FOM’ interfaces and interfaces which support set-up as well as runtime exchange.  While these principles were applied when new federates were added to the federation (for instance, the ‘scenario distributor’ federate for the SIAP federations, the Common Reference Scenario Distributor or CRSD).  However, most of the federates used in the 2002 federations were either already equipped with an HLA interface, or are supported by commercial gateway products, limiting the ability of JDEP to influence this part of the federations.  

At this stage of JDEP implementation, a number of candidate federates currently support DIS but not HLA. Given the role of these federates in the federations, wrapping the DIS interface in a DIS-HLA gateway appears to be the most cost effective way to support near-term user needs.  A focus on high-performance, ‘FOM agile’ gateway software which can be routinely incorporated into JDEP federations is a near-term JDEP priority, reserving the implementation of direct HLA interfaces for future upgrades of the federates.

Applications

As with the application interface layer, the initial JDEP federations have focused on integrating existing federates into federations to meet user needs.  The JDEP framework stresses a decomposition of functionality with a separation of modeling concerns across federates.   The lessons from the 2002 federations suggest flexibility in functional allocation is perhaps a more realistic approach given the reuse orientation of JDEP.    For instance, when current HWIL federates are included in JDEP federations, in most cases the sensor and sensor environment is integrated into the HWIL sim-stim front-end and hence is currently ‘bundled’ with the mission computers in a single federate.  However, as more simulation-based applications are included in JDEP federations and there is a need to provide independent representation of different system component, there will be more flexibility and a need to provide separate federates for different system functions. On the other hand, in SIAP federations, key aspects of the systems are incorporated into the SIAP scenario (e.g. physical characteristics of the systems, movement) necessitating that these be represented independently from the HWIL mission computer federates.  To the degree components are to be reused across these different types of federation with different user needs, there will be a need for careful FOM design to support the different allocation of functionality without large changes in the FOM.

In 2003, plans have been proposed to address these issues in two areas, sensors and communications.  In both cases, fidelity in representation will be increased through adding component-based federation servers to provide consistent functionality across a federation, while preserving FOM interfaces for federations which do not require the added fidelity or are constrained in the ways function are allocated across the federation.
For instance, in the representation of Link 16 communications (Furness and Dahmann 2003) a range of options will be examined including use of centralized network model/services (for functions such as relative navigation, Time Slot Allocation, etc.) as well as decentralized terminal/radio emulation models/emulators.  Options are needed to support federations of HWIL, federations of simulated systems as well as mixes of the two. Further, JDEP needs to support the ability to experiment with the effects of changes in characteristics of the supporting communication systems (e.g. Time Slot Reallocation) just as we want to do with changes in other systems.  Finally, the approach for link 16 is just the starting point since JDEP will need to support other tactical communications capabilities, and would ideally like to do this using common interfaces (e.g. adding a new/different communications server representing another communications system).

End-to-end Federation Performance

One of the issues which is anticipated as JDEP federations grow in complexity are issues of federation performance, which cut across all layers of the framework.  As part of the routine federation support process, JDEP will need to develop an approach to defining the end-to-end performance needs of a federation as part of the federation design and development process.  The performance needs of a federation will affect most notably the type and amount of underlying  network communications required, as well as the selection of an RTI implementation and configuration of the RTI software.  However, end-to-end performance extends to the federates themselves and their hosts, their interfaces and finally the configuration of the functionality across the federates.  Here again, JDEP will look to the lessons learned from the larger distributed federation development community for recommended approaches to estimating federation performance needs and capabilities.
Additions to the Framework and Other Feedback

Beyond specific technical input to the JDEP framework, the 2002 JDEP experience provided insights into additional elements, which may warrant inclusion in the JDEP Technical Framework and which also provide input to the evolution of the JDEP process.


Additions to the Technical Framework:  Design Principles

As any organization with experience in development end execution of simulation and HWIL federations knows, there are a number of key design decision which are key to the federation design.  In HLA federations these are typically termed ‘federation agreements’ and govern key aspects of a federation.  In the CISE program, discussions about how to aid in the ability to complete federation design expeditously focused on what were called design principles or design patterns (or '‘monsters'’ in Swedish).  These design principles include: (I) Representation issues (time, space, system and behavior representation), (ii) Information exchange issues (attribute updates, interactions, and default reasoning), (iii) Federation and Scenario Management, (iv) Data Collection and Analysis Requirements, and (v) Performance.  These design principles outline areas to be addressed in the design of federations to address system interoperability and integration, with guidance on different factors and options to consider based on experience.   They were added as part of an overall ‘design package’ along with the ‘reference FOM’ and a notional process for federation design of federation to address system interoperability/integration.  If the JDEP technical framework is intended to provide guidance on the configuration of federations to meet user interoperability needs, the topics addressed in these design areas are all excellent candidates for inclusion in the framework.  


Lessons Learned on JDEP Process

Beyond the technical lessons learned, 2002 provided a good base of experience in the process of JDEP support to users.  Use of the FEDEP is a good starting point, but the FEDEP is by design a very general process and was developed with the expectation that it would serve as the base for tailored process development for specific applications.  Using it as a framework for development of work breakdown structures and plans provided consistency across activities to support JDEP management.  Beyond this however, there were valuable lessons learned about the need to get a robust understanding of the user problem domain and constraints as the basis for federation systems engineering.  A structured process would the efficient use of the scarce time of the domain experts to obtain the critical information needed for technical federation system engineering.  The need for strong and user role in the definition of the federation is critical to ensure the data produced serves the intended analysis.  Further, for the federation system engineer to effectively design the federation and provide for needed resources, a sound understanding of federation requirements is key.  Again, the CISE project results has outlined a structure process for the first three steps of the FEDEP towards these ends which could provide a valuable approach for JDEP.  This approach is shown in figures 6, 7, and 8.  
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Figure 6: Overlay to FEDEP of Process for Designing Federations for System Interoperability
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Figure 7: Steps in the Depiction of User Problem Space
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Figure 8:  Federation Systems Engineering Activity
The CISE approach, structures the federation design process into two sequential processes.  The first process focuses on the development and depiction of the user problem domain into successively more detailed structured descriptions.  The second process focuses on the technical federation system engineering, translating the detailed user problem depiction into the key elements of the federation design. This approach is a candidate to support the JDEP process which needs to create ways to routinize the design and engineering of federations.

Related to this is the need for the JDEP systems engineering team to develop a sound understanding of the available commercial tools and a base of experience with these to support their application in JDEP federations.  There is a growing number of commercial tools available to support the utility functions of HLA federations, but each tools although it supports the basis HLA specification has its own unique qualities.  Based on the experience to date, it is advised that the JDEP system engineering develop initial integration experience base with available tools before direct integration into JDEP user federations.
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Figure 10:  Summary of Technical Framework Issues

Summary

In summary, the first year of JDEP operations with the JDEP Technical Framework offered an initial set of lessons learned for use of the framework by JDEP (see figure 10).   Based on the 2002 experience, the framework offers a workable approach to JDEP federations.  It was successfully applied in all three areas of JDEP 2002 activity and has been used to plan 2003 federation developments.  The extent to which JDEP can support the principles in the framework is somewhat constrained at the application layers (application interface and applications) given the fact that JDEP is primarily reusing rather than developing federation components.  The use of a reference FOM appears promising but experience to date is limited; continued work in this area in 2003 should shed more light on the benefits of this approach.  Use of standards-based capabilities at the lower layers (data management, communications) was successful.  Looking to the future, there will be a need to be able to clearly specify federation needs and select the tools (RTI implementation) and capabilities (communications bandwidth, quality of service) to meet user needs with assurance.  Beyond the current framework components, additional process specification and federation design principles should be considered as components of the JDEP technical approach, to both build on experience and increase the robustness of the technical underpinnings of JDEP support to users. 
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