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Modeling and Simulation in Systems Engineering:
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Simulation and modeling are major assets in the engineering of systems of all types. This two-part series addresses the much expanded role for M&S that is due to the prospect that evolutionary and adaptive engineering efforts are the wave of the future. The Department of Defense's Simulation Based Acquisition initiative is a case in point, but some critical issues need to be addressed to bring it to fruition. In this first part, we set the background in systems engineering, information technology and the new role of complex adaptive system models that are changing our view of organizations as machines to organizations as organisms.
As we begin our entry into the 21st Century, there is a clear need for continued progress in systems thinking to support continued progress in a wide variety of areas concerning the engineering of products and processes that support humans and organizations. We have denoted this as a systems ecology [1,2]. The efforts that will lead to this are comprised of information management, knowledge management, and systems management. Major support for a systems ecology is provided through simulation and modeling capabilities.

Systems Engineering, Information Technology and Complex Adaptive Systems
The life cycle of information technology (IT) supported system development is quite short and the technology transfer time in the new "post-industrial" or knowledge-based society brought about by the information revolution is potentially much less than in the industrial revolution society era. Information technology, ubiquitous in its use of computers and communications, is a first ingredient in enabling this change. Most of us are familiar with the goals of IT, which seeks to aid problem-solving endeavors by using technologically based systems and processes and effective systems management [1]. Ideally, this is accomplished through critical attention to the information needs of humans in problem-solving tasks, and the provision of technological aids, including computer-based systems of hardware and software and associated processes, to assist in these tasks. Success in information technology and engineering based efforts depends on a broad understanding of the interactions and interrelations that occur among the components of large systems of humans and machines. A successful information technology strategy also seeks to meaningfully evolve the overall architecture of systems, the systemsÕ interfaces with humans and organizations, and their relations with external environments.

Although information technology does indeed improve the designs of existing organizations and systems, it is also enabling fundamentally new ones, such as virtual corporations and major expansions of organizational intelligence and knowledge. It does so not only by allowing for interactivity in working with clients to satisfy present needs, but also through proactivity in planning and plan execution. An ideal organizational knowledge strategy accounts for future technological, organizational, and human concerns, to support the graceful evolution of products and processes that aid clients. Today, we realize that human and organizational considerations are vital to the success of information technology. A major need is to recognize many facets of organizational behavior as being capable of modeling according to the precepts of complex adaptive systems such that we transition from a view of organizations as machines to an understanding of organizations as organisms.

Systems engineering [2, 3, 4] is the process of engineering high-quality, trustworthy systems embodied in products, services, and processes that fulfill the useful purposes of a client group. This involves planning for and defining of a systemÕs requirements and its human interfaces and interactions. It involves realizing the system through engineering development efforts that range from conceptual architectures through production. Deploying the resulting system in an operational setting is also part of systems engineering. Deployment includes integrating the system with legacy systems and assessing system effectiveness. It also often encompasses planning for and implementing maintenance and reengineering efforts to maintain functionality and user satisfaction over an extended life cycle. 

Many scientific studies prior to the development of simulation models involved the use of linear models. When a study resulted in anomalous behavior, the failure was often and incorrectly blamed on noise or experimental error. One measure of system complexity may be the complexity of the simulation model [5] necessary to effectively predict system behavior. The more the simulation model must look like the actual system to yield the same behavior, the more complex the system. As a general rule, we cannot create models that will accurately predict the outcomes of complex systems. We can, however, create a model that will accurately simulate the processes the system will use to create a given output. This awareness has profound impacts for systems engineering efforts, especially the many efforts that involve humans and organizations as essential components of "the system." Modern simulation approaches, for example, raise many concerns about the real value of creating organizational plans and mission statements. They suggest, as a complement to this, creation of a model of the planning process itself and subjecting this to various inputs in order to generate output scenarios. 

Modeling and Simulation of Complex Systems
Interestingly, most studies of complex systems [6, 7, 8] often run completely counter to the trend toward increasing fragmentation and specialization in most disciplines. It is not at all a large number of parts in a system that makes the system complex; it is the way that the parts interact. A product may consist of abundant parts, but if these parts interact only in a known, designed, and structured fashion, the system is not complex, although it may be big. Complexity exists when the interconnected parts of a system interact in unanticipated ways. One of the defining characteristics of complex systems is the property known as emergence. Here, the behavior of the overall system is different from the aggregate behavior of the parts and knowledge of the behavior of the parts will not allow us to predict the behavior of the whole system. The emergence property is a form of control. It allows distributed agents to organize together to determine consequential higher order system behavior. In systems that are "complex," structure and control emanate or grow from the bottom up. Thus, the reductionist scientific approach generally does not work with complex systems. Virtually all organizational behavior in such systems is comprised of agents adapting to their environments, and in the process of so doing, affecting the environments of all other agents. In some situations, when systems are driven sufficiently far from equilibrium, "bifurcations" occur and chaotic behavior may result.

Clearly, there are many considerations involved in efforts such as these. The prototypical steps in building an experimental and exploratory model of a complex adaptive system might be described as follows. 

· Simplify the problem as much as possible making sure to retain the essential features of the situation. 

· Identify a potentially appropriate model of the situation that represents agents that follow simple rules with specified interactions and randomizing elements. 

· Construct a simulation based on this model. 

· Run the simulation many times with appropriately different random variables and collect the data and compute statistics from the different runs. 

· Identify how simple behavioral rules result in observed behavior. 

· Study the responses obtained by sensitivity studies and appropriate parameter changes to determine critical parameters, sources of behavior, and effects of different parameters on system responses. 

Implications of Complexity on Systems Engineering Processes
A large number of problems have been encountered with "Grand Design" or waterfall lifecycle efforts to engineer a system [2,3,4]. Thus, there have been a number of efforts to extend developmental approaches beyond the classic waterfall approach. Today, the classic waterfall approach is suggested only in those rare cases where user and system level requirements are crystal clear and unlikely to change, and where funding for the grand design is essentially guaranteed. This is rarely the case for major systems, especially those that are software intensive. Changing user needs and changing technology virtually guarantee that major systems cannot be developed using the grand design approach.

Two leading alternative approaches to the engineering of systems are termed incremental and evolutionary. Incremental development has as a plan to deliver the system in pre-planned phases or increments, in which each delivered module is functionally useful. In such an approach, the overall system capability improves with the addition of successive modules. In such an approach, the desired system capability is planned to change from the beginning as the result of ÒBuild NÓ being augmented and enhanced through the phased increment of ÒBuild N+1.Ó This approach enables a well-functioning implementation to be delivered and fielded within a relatively short time and augmented through additional builds. This approach also allows time for system users to thoroughly implement and evaluate an initial system with limited functionality compared to the ultimately desired system. Generally, the notion of preplanning of future builds is strong in incremental development. As experience with the system at Build N is gained, requirement changes for module N+1 may be more easily incorporated into this, and subsequent builds.

Evolutionary lifecycle development is similar in approach to its incremental complement; however, future changes are not necessarily pre-planned. In this approach, we recognize that we are unable to initially predict and set forth engineering plans for the exact nature of these changes. The system is engineered at Build N+1 through reengineering the system that existed at Build N. In this approach, a new functional system is delivered at each build, rather than obtaining Build N+1 from Build N by adding a new module. In an evolutionary approach, the enhancements to be made to obtain future system releases are not determined in advance, as in the case of incremental builds. Evolutionary development approaches can be very effective in cases where user requirements are expected to shift dramatically over time, and where emerging and innovative technologies allow for major future improvements. They are especially useful for the engineering of unprecedented systems that involves substantial risk and allows potentially enhanced risk management. Evolutionary development may help program managers adjust to changing requirements and funding priority shifts over time since new functionality introductions can be advanced or delayed in time in order to accommodate user requirements and funding changes. Open, flexible, and adaptable system architecture is central to the notion of evolutionary development. As a follow onto this, it appears that evolutionary development of system architecture has the potential to greatly decrease the risk and costs of excessive rework of a system of systems or a federation of systems after it has been initially engineered.

The Department of Defense has not been unmindful of these needs, and the need for evolutionary and incremental lifecycles was recognized a decade ago and made a part of the DoD 498 standard, which is no longer operational due to the decision to use commercial standards whenever feasible. Acquisition reform is a major effort now, and has been for much of the past decade. In the effort to reduce acquisition response time, the rewrite of DoD 5000 series regulations [9] calls for evolutionary acquisition to be the preferred method for future defense acquisition programs. It also calls for simulation based acquisition to support this. Unfortunately, there is often considerable mystification over the meaning of the term and lifecycle development methods that should be used for application of the various evolutionary acquisition approaches. Some of this mystification is evident in use of expressions such as evolutionary development, spiral development, spiral acquisition, evolutionary spiral development and a host of other expressions where the meanings are not well accepted.
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