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Abstract+or simulation-based acquisition to
effectively lower life-cycle cost and cycle time,
the ability to make good design decisions early is
a significant driver. Building virtual prototypes,
enabling one to analyze the impact of decisions,
achieves effective simulation-based acquisition
processes. Virtual prototypes need to support a
comprehensive set of analyses that will be
performed on the product; hence, all aspects of
product data and behavior need to be represented.
Building virtual prototypes of complex systems
being designed by amulti-organizational team
requires new architectural concepts and redesigned
processes. Implementation of these new archi-
tectures is complex and needs to leverage com-
mercial technologies to achieve feasible solu-
tions. One must also carefully consider the state
of the current commercial technologies and frame-
works as well as the organizational and cultural
aspects of organizations that use these systems.
This paper describes key architectural principles
that one must address for acost-effective imple-
mentation. The paper then discusses key archi-
tectural concepts and trade-offs that are necessary
to support virtual prototypes of complex systems.

. INTRODUCTION

LockheedMartin, governmenandindustry partners, and
supply chain memberare developing and manufacturing
large, complex systems. Using simulation-baaequisition
and design strategies todevelop cost-effectivevirtual
prototypes of these systems present enornohiadlenges.
One will use virtual prototypes,intended to support a
product’s entire life-cycle, fomultiple purposesincluding
system engineeringduring conceptual desigrand for
warfighters duringtraining. Therefore,virtual prototypes
must captureall of the informationrelated to a product’s
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areas ofsufficient benefit; otherwise, the implementation

cost of the virtual prototypeould be unbounded. Well-

designed architectures are keynmnaging complexity. The
following key goals will ensure a cost-effectiveirtual
prototype:

« Create a multi-domain product model that is open,
extensible, integrated, and synchronized.

« Integrate equations and/or behaviors with the relevant
product data, thereby enabling evaluating functional
performance and optimizing life-cycle costs.

« Create executable representations of the system with
multi-level fidelity to support multi-level analysis.

« Execute simulation for analysis and demonstration.

II. MYTH OF COMMONALITY IN ARCHITECTURE

Information Technologiesre trending toward common
systems, toolsandprocesses. While that is teend away
from disjointedsystems, it is unrealistic to assume that
therewill ever be asingle process osystem that satisfies
every need in anorganization with multiple businesses.
Figure 1 shows diminishing returns as thiegree of
commonality increases beyond a limit. Figure 2 shows that
hidden orignored qualitative factors increasests while
easily quantifiable and visible metrics decreassts. Inthis
example, maintenance, deploymeand integration repre-
sentquantifiablecosts, whilecoordinationandchanges and
implementation delays represengualitative factors that
causesignificant cost penalties in overablutions. Most
approaches ignore qualitative facttinat becomeimportant
as commonalityapproache4 00 percentExisting architec-
tures onlyaccount for technical aspeasadignore cultural
and organizational aspects.

We need better virtual prototyping architecturesdidress
this dichotomy among businesseeds andcapabilities

definition and it must provide mechanisms to incorporate allvailablewith commercial off-the-shel{COTS) solutions.

aspects of a productlsehavior. Productomplexity forces

A federated approach [1] provides the flexibility deal with

organizations to sharie designand manufacture of these thesecurrent trendactors. Federatiormplies that one has

products; thereforethe virtual prototype must bshared.
Detailed knowledge of aubsystem typicallyresideswith

established adegree of interoperability among business
systems.Interoperability enables aharedinformation area

the supplying organization, so it is critical that theand it provides a set of operations thah be initiated in a

organization create and manage virtual prototype of that
subsystemManagement of the virtual prototypetom-

controlled fashion by onsystem operating on information
in the shared/privatarea ofanothersystem. Members can

plexity is important toensurethat developments focus on join a federation to share informati@md functionality on a
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Fig. 1. Federated architecture provides an optimal solution.
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Fig. 2. Architecture trade-off model.

programand they can leave wherthe effort is finished.
Federation provides w-risk alternative toexisting tech-

nology-investment strategieand it enables organizations ¢

to bring new technologies in rmodular fashioninstead of

requiring atotal upgrade ofthe internal business systems

architecture (théig bangapproach). Afederatedarchitecture
enables programs to implement a total-systems waiaavit

e Putin place a process that discourages the generation of
defects.

Information should be owned by the entity that is most
suited to keep it current/accurate.

Information must be accessible by those who have or
may have a need.

« Account for soft/qualitative factors.

also providesthe ability to optimize supply chains at a

global level.

Ill. GUIDING PRINCIPLES

Several principleguidethe development othe architec-

The focus is onguiding principle as opposed tdard-
designconstraints. This allows one t®alize benefits in
most casesand to avoid penaltiesassociatedwith excep-
tional cases.

ture. These principlesireuseful in information technology |/ ARcHITECTURE FORSIMULATION-BASED ACQUISITION
and other domains, such as lean manufacturing [4] and

systems thinking [5]:

The principle objective of the virtual prototyping

e Leverage COTS tools and technologies to the maximurrarchitecture is to reduce the complexity of the system being

extent possible.

designed tamplement the virtual prototype. Therchitec-

¢ Focus on federated approaches instead of homogeneousture must also helpachieve modularity and reuse of

information-system approaches.

¢ Provide information (and resources) only when needed.

¢ Provide only needed information (no more, no less).
¢ Do not carry Information defects to the next step.

components that make up that architecture. @nst apply

the principles of Cost as dndependentariable (CAIV)
analysis for systems design to the architecture for the virtual
prototype.



A. Architecture Concepts or leavethe federationwithout breaking it and where they

Rapidly evolving software, networkand associated function on their own when not a part of tliederation
technologiesrequire innovative concepts tdeverage their (Figure 4).
benefits in thearchitectural approacfhis sectionprovides Schema
an overview of these concepts, whigpresent foundational TN
technologies for virtual prototyping architectures. e / ANEEN
» 7 \ a
s,/

Customer Prime

1. Internet Architecture

The virtual prototypearchitecturewill need to behighly
scalable and evolvable. The Internet provides@hitecture

that is highly distributed and scalable. It derives these | subcontractor

properties via simple mechanisms, such as hyperlinkir \
information across web servefdodes onnetworkscan be |
clients and/or servergndeach can perforrthe role that is L L
necessary fooperation. The ability oénterprise agents to . -
hyperlink to eachother across the networénd to travel Subcontractor Supplier
across clientandserverswill provide essentially unlimited [Jsharea Federated Schema
scalability for the architecture. Wllprivate

Fig. 4. Federated architecture concept.
2. Common Object Request Broker Architecture
The federation provides bw-risk alternative toexisting

, ; : technology investment strategieand it enablesorganiza-
construct sitdhetweenclients andmakes requestsigure 3 ions to bringnew technologies in anodularfashion as

[2] shows the _objects thaill servicethose requests. The opposed tathe big bang approach, whichrequires replace-
ORB mechanismscan support all interactions among ment of most or all of the information systenfisr a

various architectural components. technology upgrade. Mechanisms, such asmart-proxy

objects, achieve federation.
Object
Implementation

request

The Object Request Broker (ORB) ishasicarchitectural

4. Smart Proxy Objects

An innovative concept isthe “proxy” object, which
provides a surrogate gplaceholderfor another object to

-

Object Request control access to it (Figure 5) [3]. A proxy objeesides in
Broker the local environment and represents an object residing in a
remote environment. The prohandles requestsade to it
Fig. 3. Object request broker concept. and forwardghem to thereal object for further processing,

which returns the resultsack to the proxy object. The

One can define interfaces statically in an interface proxy thenforwardsthe results to theequester. Therefore,
definition language (object management group IDihich  clients only work with the proxy object in thical
defines the types of objects according to operations that m&yironment. They are insulated from the detaild how-to
be performed onthem and the parameters tothose of dealing with objects in remote environment3hese
operations. The IDL is languagedependentand bindings proxiesare not the same as those in the ORmwever,
to severalprogramming languageare available, such as they will use proxy objectsind servicesprovided by the
C++ andJava. Note that ORBs do nptovide complete ORBs for their operation. Proxy objegigovide tremendous
data-managemerfinctions orobject-domainfunctionality.  flexibility in implementationapproaches, enablingriable
They facilitate the communicatiowithout necessarily degrees ofnformation replicatiorandflexible behavior via
understandingwhat is being communicated. They alsailorable business rules. Proxiean be implemented to
interoperatevia the Internetinter-ORB Protocol (IIOP), various levels of complexity, starting from simple uniform
which specifies astandardizednteroperability protocol for resource locators (URLS) to complex, tightly-couppedxy
the Internet. objects.

3. Federated Architecture 5. Component-Based Architecture

A federation implies a looselgoupledsystemdistributed A key conceptthat enables realisticand affordable
across the Internet or an Intranet, where the particigaints development ofthe architecture isthe ability to build in
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Fig. 5. Proxy object concept.

modular, reusableomponents. A component is rausable
software progranthat can beeasily added to orcombined
with other software programs, enabling construction of
sophisticated programs in a modular fashion. Caredivide A hybrid of both approachesfits most real-world
the architecture into components viell-definedinterfaces. situations. Most projects stadp-down beforeshifting to
Interfacesallow small components to bgrouped tocreate bottoms up at implementatiomherethe focus is omreuse
complex systems thawould otherwise be impractical to of available, existing, or previousijevelopeccomponents.
build. Concepts ofinterfacesallow objects to betyped Strategiescan also shift emphasis among tafown and
across many dimensions. Objects eahere tomany differ-  bottoms up at multiple points in the development process.
ent interfaceswithout the burden ofmultiple inheritance.

This also allows one to build information models from the VI.
bottoms-up and not use the monolithiop-down informa- . ) . . .
tion model. The impact afomponent-based architectures is Virtual prototyping is a critical to thecost-effective
a significant gain in productivity. The use of thdesign design of complexystems.New architectural concepts are

strategy is rapidlygaining acceptance byhe information- €Merging to support virtual prototyping = ofomplex
technology community. Both COM+and Java use SYyStemsacross company boundaries. Whienplementing
component-based architectures. virtual prototypingarchitectures, realize theege limits to

benefitsachievedthrough commonalityacross distributed
implementationsand that soft/qualitativefactors play an
important role in architectural trade-offs. This paper outlined
In addition totypical culturaland organizational issues key architecturalprinciplesandconcepts thatmproved the
that one mustaddress inarchitecturestrategies [1], a key practicality oflarge-scalevirtual prototyping efforts Many
implementation issue is the use oft@-down versus a COTS tools and technologiesare emerging to support
bottom-up approach. Weecommend a hybrid othe two implementation of these conceptsffectively leveraging
based on the following observations: these toolsandtechnologies willmanagethe scope of the
< Bottom up is relevant when there is little understanding effort while maintaining costand schedule constraints.
of the problem. Bottom-up and top down design approachedave
¢ Top down can completely address the problem (no itemsadvantages,but a hybrid approach isbest for most

» Apply top down at the conceptual level but apply bottom
up for detalils.

SUMMARY

V. IMPLEMENTATION ISSUES

are missed). implementations.
¢ Bottom up enables the problem to be addressed in small
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Advanced Computing Solutions ...
Leveraging technology into business
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Enterprise Technology Capabilities
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Rationale <

All businesses under pressure to cut cost and cycle time

Programs run by teams of different organizations; each has its
own tools

Each program may require a different mix of team members and
systems

Heterogeneity of business systems cannot be avoided

Cannot (always) enforce use of one set of business systems for
each program

Cannot afford to procure/install/deploy/maintain/train on multiple
systems

Cannot afford to integrate design tools to multiple systems
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Degree of Commonality Model
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Myth of Commonality

Disjointed Federated Centralized
Architecture Architecture Architecture

« Common systems

« Common tools

« Common processes

« Common best practices

Cost of deployment, maintenance,
integration (quantitative, visible)

100%
Degree of Commonality
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Approach

Accept diversity of business systems

Let each business maintain its business systems while striving
for commonality

Design for change
Be open, flexible, and vendor co-dependent

Develop technologies to enable these business systems to
interoperate as dictated by business requirements
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Business Architecture
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Architecture Strategy

* Guiding principles
Leverage commercial, off-the-shelf (COTS) tools
Provide information (and resources) only when needed
Provide only the needed information (no more, no less)
Do not carry information "defects™ to the next step
Put in place a process that discourages generation of defects

Information should be owned by the entity that is most suited
to keep it current/accurate

Information should be accessible by those who have or may
have a need

Account for soft/qualitative factors
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Context for the Architecture
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Architecture Concepts

Internet-based architecture
Federated architecture
Object-request-broker architecture
Component-based architecture

Smart proxy objects
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Internet-Based Architecture Z

Based on loose coupling of systems connected by ubiquitous
standards

Highly scalable, distributed and open architecture
High local control; no central control

Easy access to information
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Federated Architecture <

« A federation is an arrangement where members join and leave as
necessary and can exist as autonomous entities
This is the way corporations work when they team for programs
Unfortunately, our business systems don’t behave this way
Enterprise-wide implementations are not necessarily the best route
Completely common systems/tools/processes are not necessarily good

Customer Schema

Customer _ e / \\..

> \}
Subcon- M Federation
tractor 1 Manager
tractor 1 j \

Subcon- B Shared
tractor 2 .
B Private

tractor 2
Integrated Schema

(Geographically Distributed) et S
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Object-Request-Broker Architecture <

» Defined as the CORBA (Common-Object-Request Broker
Architecture) standard by Object Management Group (OMG)

» Defines Internet Inter-ORB Tt
Protocol (IIOP) as the implementation
underlying protocol Request

« All requests/responses

routed through a request Object Request Broker
o]e] (-1
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Component-Based Architecture

System defined as a collection of components
Components have well defined interfaces

Ability to build object models in a bottom-up fashion
Allows bottom-up development of complex systems

Java/remote method invocation and COM+ support component-
based architectures
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Smart Proxy Objects <

» Local proxy objects act as placeholders for remote objects
* Proxy objects responsible for providing transparent access

* Proxy objects provide implementation flexibility

Local PDM Remote PDM
Request :

Results

B Protocol
(1IOP)
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Top-Down or Bottom-Up <

Use bottom-up when you don’t completely understand the problem

Use top-down to completely address the problem and to make sure you
don’t miss anything

Use bottom-up when the problem needs to be addressed in small chunks

Use top-down in relatively stable environment; use bottom-up in rapidly
changing environments

Top-down is more efficient when probability of going astray is low
Bottom-up is more forgiving

Top-down is about knowing it all at the start; bottom-up is about learning
along the way

Top-down has slower cycles; bottom-up has faster cycles

Apply top-down at the conceptual level; apply bottom-up near details
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Summary Z

Virtual prototyping is a key enabler for the simulation-based
acquisition

Approaches to large-scale virtual prototypes that require
commonality across systems or business are limited by business
and technical constraints

New architectural concepts are emerging to facilitate virtual
prototyping

Use a hybrid top-down and bottom-up implementation approach
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