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A CHANGE IN THE WEATHER

Transformation – The Eye of the Storm 

“As we prepare for the future, we must think differently and develop the kinds of forces and capabilities that can adapt quickly to new challenges and to unexpected circumstances.  We must transform not only the capabilities at our disposal, but also the way we think, the way we train, the way we exercise and the way we fight.  We must transform not only our armed forces, but also the Department that serves them by encouraging a culture of creativity and prudent risk-taking. We must promote an entrepreneurial approach to developing military capabilities, one that encourages people to be proactive, not reactive, and anticipates threats before they emerge.” 

-- Secretary of Defense Donald Rumsfeld [D-1]
The Quadrennial Defense Review (QDR) of 2001 triggered a number of decisions by US leadership to posture the US Department of Defense (DoD) to deal with security issues in the uncertain political and social environment.  A central objective is the shift from a threat-based to a capabilities-based philosophy as DoD leadership recognized that continuing "business as usual" is not a viable option in the new strategic era.  This requires a complete transformation of operations, processes, policies and culture in the military services [D-2].  The DoD is pursuing a sustained process of transformation, based on clear goals and strengthening the spirit of innovation in its people, while continuing to deal with current threats.  Today, the encompassing tempest of transformation is impacting all of the DoD… no activities are left unexamined.

Predictably, the winds of transformation are blowing across the face of DoD Acquisition.  The acquisition process is being streamlined "getting rid of hundreds of pages of rules and regulations and allowing program managers -- we hope -- to be more innovative, flexible and creative," Secretary of Defense Donald Rumsfeld said in March 2003.   The changes are coming swiftly and surely.  Look at the score card:

· In April 2003, the DoD requested that Congress enact a Bill entitled, “The Defense Transformation for the 21st Century Act” including acquisition transformation (http://www.afge.org/Documents/DoDLegislation.pdf);

· The DoD 5000 series is significantly changed as of  May 2003 to create an acquisition environment that fosters efficiency, flexibility, creativity, and innovation (http://dod5000.dau.mil/);

· The Joint Chiefs of Staff released the Joint Capabilities Integration and Development System (JCIDS) instruction in June 2003 to support identifying, assessing and prioritizing joint military capability needs and articulating those needs to acquisition teams (http://dod5000.dau.mil/);

· The Defense Procurement & Acquisition Policy (DPAP) office is currently performing a comprehensive overhaul of the Defense Federal Acquisition Regulations Supplement (DFARS) to reduce the policy by 40% and create a value-based, flexible decision process (http://www.acq.osd.mil/dp/dars/TransformationP2/3);

· In the May 2003 Management Initiative Decision (MID) 913 for the Fiscal Year (FY) 2004 – 2009 Defense Planning Guidance, the DoD shifted from the Planning, Programming, Budgeting System (PPBS) to the Planning, Programming, Budgeting, and Execution (PPBE) philosophy to streamline and integrate the new acquisition and requirements policies (http://www.peosyscom.com/presentations/track_ac/1530_3C_Baker.pdf);

· In February 2003, the Air Force declared Evolutionary Acquisition as the preferred strategy and spiral development as the preferred process (http://www.safaq.hq.af.mil/ACE/documents/03a-002_agileacquisition.pdf);

· The Army Materiel Command published a transformation vision in July 2003 and is now reorganizing to be more integrated and flexible (http://www.amc.army.mil/about_amc/amctranswhitepaper.pdf);

· The Navy revised and renamed their Navy / Marine Corp Acquisition Procedures Supplement in November 2003 to streamline procedures (http://www.abm.rda.hq.navy.mil/naps/index.html);

Did SBA Weather the Storm?

Among the concepts, philosophies and endeavors that existed prior to the start of the transformation storm, some were swept away while others thrived.  One concept that is hanging on as a potential contributor to the new acquisition environment is Simulation Based Acquisition (SBA).  

To be sure, there are changes.  The Under Secretary of Defense (Acquisition, Technology, and Logistics) (USD(AT&L)) discontinued direct management of SBA.  The Executive Council for Modeling and Simulation (EXCIMS), organized by USD(AT&L) and responsible for providing advice and assistance on DoD Modeling and Simulation (M&S) issues, still exists but provides no SBA leadership.  The EXCIMS ostensibly maintain an Acquisition Council but they have issued little or no guidance in this area since 2000.  James Hollenbach, former US Navy Captain and SBA pioneer, noted in the spring of 2001, “DoD's failure to approve the SBA Road Map (drafted in 1998) and the frequent changes in SBA leadership within OSD over the past two years have effectively reduced OSD pressure on the Services for action on SBA [D-3]”.  Some central tracking and coordinated backing is still provided through DMSO but it does not merit a separate heading on the DMSO web site [W-2].  The declining guidance clearly impacted progress.
In the absence of central leadership, the services have taken their own positions and approaches.  The Army approach renamed it to Simulation and Modeling for Acquisition, Requirements and Training (SMART) [W-3].  The SMART approach appears to be the most vigorous and institutionalized effort among the services.  The Air Force has not embraced the concept as service policy, but did build on the idea through the Joint Synthetic Battlespace (JSB) program and other efforts.  The Navy dissected SBA through a series of Navy M&S Management Office (NAVMSMO) sponsored Technical Interchange Meetings [W-4].  The meetings enabled an exchange of views between Navy communities regarding the role of M&S concerning support to fleet operations in analysis, tactical doctrine development, system acquisition, and operational testing.  Their goal is to develop a Navy M&S Master Plan and implementation roadmap.  
Still, in early 2004, the core concepts, philosophies and ideals formulated by Dr. Pat Sanders and the Joint Simulation Based Acquisition Task Force (1995 - 1998), remain fundamental and viable.  The vision statement for SBA, adopted in 1997 by the Acquisition Council of the DoD EXCIMS, is:  “…an acquisi​tion process in which DoD and Industry are enabled by robust, col​laborative use of simulation technology that is integrated across acquisition phases and pro​grams” [D-4].  The major goal of SBA was, and remains, to enable acquisition decisions to be made at the most opportune time with the fullest possible knowledge of potential outcomes and associated risk.  The emerging Army, Navy and Air Force approaches all reflect a desire to create a robust environment based on information technologies and modeling, simulation and analysis (MS&A) capabilities.  This would allow industry and government to collaborate during system acquisition and enable an efficient and effective acquisition decision environment.

The extensive examination and definition of the SBA vision from the Joint SBA Task Force [D-4] and Industry Steering Group [D-5] are still valid for the acquisition community today.  The principal technical contribution of the Task Force was the development of a notional archi​tecture for SBA with operational, systems, and technical views.  The Task Force advocated the use of collaborative environments; even creating a top-level collaborative environment reference architecture to guide the examination, development and imple​mentation of collaborative environments to facilitate interoperability and reuse.  As described by the Task Force, an SBA collaborative environment is an enduring collection of subject matter experts supported by interoperable tools and data bases, authoritative information resources, and product/process models focused on a common domain and set of problems.

SIMULATION BASED ACQUISTION REVISITED

SBA’s Three Principal Components

The 1999 SBA Functional Description document [D-5] described SBA as a new acquisition paradigm that embraces the total system lifecycle from initial realization of an unmet need all the way through system retirement.  This document addressed three principal components of the SBA paradigm; process, environment and culture.   The wisdom of this part of the vision stands as a cornerstone for the acquisition communities to increasingly modify their processes and apply advanced information technologies and MS&A tools to their interaction with warfighters and industry.  Today, these principle components remain both the major fulcrums for and impediments to implementation of an SBA collaborative environment.  Advances in computer hardware, speed, software, storage, bandwidth, networking and M&S capabilities notwithstanding, the vision of SBA has not come to fruition.   The community still requires business processes and standards, integration of SBA philosophies with systems engineering, systematic application of technologies and a genuine culture shift before the projected value of SBA impacts acquisition across a system lifecycle.
Process

The SBA process is a subset of and supporting philosophy to the acquisition process.  The myriad of interactions of SBA with the overall acquisition process and systems lifecycle exceeds the scope of this examination.  Thus, the focus of this next portion of the paper will be on some key process enablers – policy, standards and systems engineering.

The first hurdle is that, in today’s world of transformation activities and rapid computer and information system technology advances, policy and standards are moving targets.  As noted, transformation and the need to deliver credible capabilities to warfighters faster resulted in the overhaul of the acquisition policy in all military services.  Still, progress is being made.  

Policy

The new DoD 5000-series documents are now nearly a year old and the services have had the opportunity to digest the new guidelines and develop their own supporting policies [D-6].   The 5000-series documents were revised to streamline and enhance the effectiveness of the process.  The objectives of the revised policy are to: encourage innovation and flexibility; permit greater judgment in employment of acquisition principles; focus on outcomes vice processes; and empower Program Managers (PM’s) to use the system instead of being hampered by over-regulation.  Almost all references to SBA or the use of MS&A were removed in the update.  However, the stated objectives (which focus on outcome instead of process) give the PM’s free reign rather than structured direction in the application of SBA philosophies and technologies.

The new requirements development policy in the Chairman, Joint Chiefs of Staff Memorandum (CJCSM) 3170.01 and CJCS Instruction (CJCSI) 3170.01C establishes the Joint Capabilities Integration and Development System (JCIDS) analysis process that provides a structured methodology to jointly define capability gaps, capability needs and approaches to deliver those capabilities within a specified functional or operational area [D-7].   Among the problems encountered with the previous requirements process was lack of a construct for objective analysis and that new requirements tended to be focused on individual Services rather than Joint efforts.  The new approach is based on the need for a joint capabilities identification process that allows joint forces to meet the full range of military challenges, creates the ability to project and sustain joint forces and the ability to conduct flexible, distributed and highly networked operations.  

The new 5000 series mandates the use of emerging integrated architectures for the requirements analysis and material solution development.  The integrated architectures will have three views: operational, systems, and technical, as defined in the current Architectural Framework guidance [D-8].  The operational view describes the joint capabilities and how to employ them; the systems view characterizes available technology and systems functionality; and the technical view consists of standards that define and clarify the individual systems technology and integration requirements.  Using the integrated architectures, the USD(AT&L) shall lead the development of integrated plans or roadmaps.  The DoD will use the roadmaps to conduct capability assessments, guide systems development, and define the associated investment plans for inputs to the Defense Planning Guidance, Program Objective Memorandums, and Program and Budget Reviews.

Also in 2003, Planning, Programming, Budgeting, and Execution (PPBE) replaced the PPBS to become the primary resource management system for DoD.  PPBE articulates program strategy by identifying the size, structure of and equipment for military forces; sets programming priorities; allocates resources; and evaluates actual output against planned performance and adjusts resources as appropriate [D-9]. 
The convergence of these policies and the need for an SBA collaborative development environment to support them is best explained in these words from the DODI 5000.2:

“The capability needs and acquisition management systems shall use Joint Concepts, integrated architectures, and an analysis of doctrine, organization, training, materiel, leadership, personnel, and facilities (DOTMLPF) in an integrated, collaborative process to define desired capabilities to guide the development of affordable systems.  They shall examine multiple concepts and materiel approaches to optimize the way the Department of Defense provides these capabilities.  The examination shall include robust analyses that consider affordability, technology maturity, and responsiveness.”


-- DODI 5000.2, 12 May 2003 [D-6]  
Standards

The history of computers seems to make it clear that there will never be common hardware, software, operating systems or networks.  To address this reality, SBA needs robust standards for enabling the interface of the diverse hardware, software and operating systems.   Emerging standards seem as numerous as the MS&A tools but progress is also being made in this area.  Recent industry, government and combined efforts resulted in significant dialog and some effective results.  There is much ongoing work in standards but the following three well known efforts are presented as examples.

The Simulation Interoperability Standards Organization (SISO) focuses on facilitating simulation interoperability and component reuse across government and non-government applications SISO seeks to provide a forum for the interchange of new ideas, concepts, and technology across the broad M&S community.  In doing so, it fosters a broad technical dialog to disseminate these ideas; to educate M&S practitioners and sponsors regarding their implementation; and to support the development of standards products (standards, recommended practices, and guides) for use in various applications.  SISO is now an international standards organization that is responsive to the broad M&S community and develops standards and products using a range of options including International Standards Organizations, National Standards Organizations (like the Institute of Electrical and Electronic Engineers (IEEE)) and SISO products.  [W-5]
The Defense Modeling and Simulation Office (DMSO) sponsored development of the High Level Architecture (HLA) as a general purpose architecture to support reuse and interoperability across the many types of simulations.  DMSO provided the leadership for DoD, industry and academic coordination of HLA to ensure acceptable and reusable concepts.  The efforts resulted in HLA products that provide a common framework for interoperability of all types of M&S and facilitate the reuse of M&S.  HLA provides significant benefits to the MS&A community in terms of increased reuse, development and maintenance cost reduction, and the ability to link live players and operational systems with simulations.  Runtime Infrastructure (RTI) software is required to support operations of an HLA federation.  The RTI software provides services used by M&S tools to coordinate their operations and data exchange during a runtime execution.  HLA was approved by USD(AT&L) as the standard technical architecture for all DoD simulations on September 10, 1996.  HLA was approved as an open standard through IEEE Standard 1516 in September 2000.  The IEEE standard was accepted as a NATO standard, as well, and several foreign and domestic companies are developing commercial RTIs to extend HLA capabilities.  
The Synthetic Environment Data Representation and Interchange Specification (SEDRIS) was initiated in 1994 as a project by the Army Simulation, Training and Instrumentation Command (STRICOM) under Program Manager for Combined Arms Tactical Trainer (PM CATT) and the Defense Advanced Research Projects Agency (DARPA) under Synthetic Theater of War (STOW) program.  SEDRIS was developed to deal with the problem of environmental representation and interchange.  Integrated environmental data, combining ocean, terrain, atmosphere, and space data, are key components of many M&S applications.  The representation and sharing of environmental data will play a key role in the interoperation of heterogeneous systems and applications that use such data.  In SEDRIS, there are three primary objectives: 1) Articulate and capture the complete set of data elements and relationships needed to represent the physical environment; 2) Support the full range of simulation applications across all environmental domains (terrain, ocean, atmosphere, and space); and 3) Provide a standard interchange mechanism to distribute environmental data (from primary data providers and existing repositories) and promote data base reuse and interoperability among heterogeneous simulations. [W-6]
System Engineering Environment

Systems engineering is an interdisciplinary approach that encompasses the entire technical effort – a lifecycle balanced integration of system, people and process solutions to satisfy customer needs.  Systems engineering is executed as a logical sequence of activities and decisions to transform an operational need into a preferred system configuration.  As the DoD 5000-series focuses on outcomes vice process, systems engineering is about focusing on and solving needs.  "Systems engineering concentrates on what the entities do before determining what the entities are”, said Professional Engineer Wolter Fabrycky, professor emeritus at Virginia Tech. [D-14]
 “Systems engineering is evolving as a broader and more multi-faceted field, as the problems and challenges of this century are solved better by systems approaches, rather than through application of technology alone. Systems engineering grows in importance to match stakeholder needs and desires with systems functionality and behaviors in order to ensure that systems ‘not only do things right but do the right things.’ ”

-- International Council on Systems Engineering (INCOSE) [W-7] Perspectives on Engineering 21st Century Systems [D-15]
This statement indicates a general renewed emphasis on systems engineering that seems to be growing throughout DoD and industry.  The new DODD 5000.1 requires it, “Acquisition programs shall be managed through the application of a systems engineering approach that optimizes total system performance and minimizes total ownership costs” [D-6].  Likewise, the Assistant Secretary of the Air Force for Acquisition endorses it as a key component in his January 6, 2004 Guidance for the use of Robust Engineering in Air Force Acquisition Programs [D-16].  The guide is a resource for imbedding systems engineering in the acquisition process beginning with requirements development and continuing through solicitation development and program execution.
An immediate transformation imperative for all our programs is to focus more attention on the application of Systems Engineering (SE) principles and practices throughout the system life cycle. Programs must elevate these disciplines to a level commensurate with other programmatic considerations such as cost and schedule.


-- Dr. Marvin R. Sambur, Assistant Secretary of the Air Force, Acquisition, Policy Memo 03A-005, 9 Apr 2003 [D-17]
Systems engineering consists of two significant disciplines: the technical process and systems engineering management.   The process is a top-down comprehensive and recursive problem solving process applied throughout the development.  The process may be repeated during any phase of the development.  The objective of the process is to transform operational requirements into an integrated system design solution through concurrent consideration of all lifecycle needs.  It tries to ensure that the system design accounts for compatibility, interoperability and integration of all system elements: hardware, software, facilities, people, data, safety, reliability and manufacturing.  It also systematically catalogs, characterizes and manages technical risks as well as information and force protection security vulnerabilities.  Finally, the process strives to ensure that the design solution is viable throughout the life of the system.  

The second discipline, systems engineering management, guides, controls and monitors the technical process.  It is accomplished by integrating three major activities: 1) Development planning and phasing to coordinate the design process; 2) The structured systems engineering process for solving design problems and tracking requirements flow through the effort; and 3) Lifecycle integration that involves customers in the design process and ensures that the system developed is viable throughout its life. The rigor of the approach provides the control and traceability to ensure solutions meet needs.  
Systems engineering application in acquisition is undergoing a transformation from a single system orientation to a family-of-systems (FoS) and system-of-systems (SoS) orientation.  Now, systems engineering must consider any design solution as part of a larger architecture – a system within a network of diverse interoperating systems.   This drives the need to address a broader range of issues including Joint and coalition operations, operations other than war (OOTW) and more.

“We face system-of-systems architecting, development, and management issues that are increasingly global and overarching and involve interdisciplinary team efforts.   There is a critical need to ensure that systems engineering focus is broad, increasingly embracing “non-technical” parameters with focus on complete life cycles, value streams, return on investment, real options, risk management, and competitiveness of products.   Systems, more than ever, will need to effectively accommodate technology, politics, economics, people, culture, environment, geography, and other factors. “

-- from INCOSE Perspectives on Engineering 21st Century Systems [D-15]
The SBA vision of a collaborative engineering support environment for the total lifecycle seems a natural choice for systems engineering.  Throughout industry, there is increasing automation of many routine parts of traditional engineering tasks.   More often, MS&A is applied throughout the system lifecycle in support of systems engineering activities.  SBA and the collaborative MS&A tool set can be especially valuable in the top-down, comprehensive, iterative and recursive nature of the systems engineering process.  MS&A tools enable visualization and examination of solution alternatives in an environment that allows operators and developers to test theories and make technology and tactics trades.  MS&A planning should be an inherent part of systems engineering planning, and, therefore, pro-active, continuous, and recurring.

Environment

In SBA vision terminology, the environment represents the functional view of how SBA would be implemented and managed over the lifecycle of a system.  It is the infrastructure for the temporal flow of activities and information within the system lifecycle and all its processes.  The SBA environment should comprise three essential elements: 1) Data and models of the acquisition process, product, and mission environment including the Digital Product Descriptions (DPD); 2) Application tools to enable synthesis of concept alternatives, prediction of suitable performance or cost metric, evaluation of alternative solutions, and optimization in trade space; and 3) Collaborative infrastructure that provides services to invoke, manage, and maintain the SBA process including information technologies, computers, networks and data storage.  

An SBA environment needs to support geographically-distributed collaboration across functional disciplines during the product lifecycle.  New capabilities to enable SBA concepts are emerging.   Many available software systems and web-based capabilities are providing collaborative digital environments that can establish enduring collaboration frameworks.  The frameworks enable mechanisms for interaction between functional disciplines inside and outside the organization; exchange of product data across those areas; and reuse of existing models, simulations and tools.

Achieving this collaboration vision in a workable SBA solution for Joint application requires clear, comprehensive and standards-based functionality.  This means SBA development should be bounded by and responsive to DoD guidance and standards, like the DoD Architecture Framework (DODAF), the Joint Technical Architecture (JTA) [W-8] and the High Level Architecture (HLA) [W-2].  In addition, development should be compatible with relevant commercial data exchange standards for Internet, computer-aided design, product data management, enterprise and financial information systems, etc.

The ability for the DoD to move collectively and coherently is currently crippled.  Sometime in 2001, the DoD decided not to follow the recommendations of the SBA Task Force nor act on the Function Description document and, eventually, the individuals who energized development moved on to other responsibilities.  In the ensuing years, planning and investing was left to the individual Services and to industry.  For the most part, this resulted in investments made to satisfy program needs with little or no planning for future application and reuse in a broader SBA context.  In the void, the Services all established policy that require program managers to develop some kind of simulation support plan (SSP) as part of their program management planning activities.   These resulted in various forms and fidelity of application to new programs.  At this time, the Army seems to have the most thoroughly structured and enforced approach among the services. [W-3] 

Culture

“The SBA initiative requires a revolutionary change in the acquisition culture if we are to achieve the goals of ‘better, cheaper, faster’ modernization.  Just as we seek a Revolution in Military Affairs in order to keep pace with the rapid change in technologies that impact military capability, there must be an accompanying Revolution in Business Affairs to bring about necessary changes within the acquisition process. …The most profound changes are likely to involve people not directly associated with the day-to-day process.  Changes in the acquisition culture will result in SBA being assigned resources and policy approval or protection against predators in the Planning, Programming and Budgeting System.”

-- SBA Functional Description – Version 1.1, 24 February 1999 [D-5]
The need to “adjust” the cultural acceptance of this new acquisition environment and processes remains the most difficult hurdle.  Changing policy and procedures; changing the planning and directing of engineering processes; and changing the organization and organizational interfaces are generally easier than changing the culture.  But they are also part of changing the culture.  Culture is the collective behavior patterns, beliefs, and thoughts typical of an organization.  Culture deals with education, understanding, beliefs, motivation, expectations, institutional biases, norms and conditioned behavior… the human things that are difficult to legislate, monitor and measure.  Compounding these are deeper, more instinctive emotions driven by change and risk taking - apprehension, anxiety and fear.

Routine, robust use of M&S across all acquisition phases and programs cannot occur unless the current DoD culture accepts the utility such tools and technologies bring to all acquisition activities.  There are four important factors in adjusting the ambient culture – policy, education, motivation and management.

The new 5000 series policy encourages flexible, responsive and innovative program management.  It calls for increased collaboration among the diverse organizations beginning as early as possible.  The policy states, “Teaming among warfighters, users, developers, acquirers, technologists, testers, budgeters, and sustainers shall begin during capability needs definition [D-6]”.  This call for collaboration is coupled with the need for a broader yet better integrated examination of program factors.  Those factors include affordability, utility, interoperability, cost, risk, security, test and evaluation, supportability and architecture compatibility.   SBA appears an effective solution aligned with this policy.

It is imperative for any culture change that business and economic benefits are realized by implementation of the new strategy.  A key method of effecting this type of culture change is through experience-based relearning.  Experience-based relearning is the process a group or individual goes through to realign itself to a new set of norms and practices.  Experience is meaningful to whether or not lasting change takes place as a result.  In general, culture change is more likely to occur as part of the emerging activities within the existing organization.  It is important for acceptance of SBA as part of the new culture that the focus of investments and actions be on the desired end state of enabling the acquisition community to develop military systems more efficiently within limited budgets.  This focus on the warfighting problem can create a unity of purpose among groups with otherwise diverse interests.  Any emphasis on the capabilities of MS&A technologies must come in the form of their value to help achieve that goal within a larger transformational vision.  The results of the cultural change will be more sustainable if the activities are relevant to the person or group’s area of concern and the outcome directly impacts them. [D-18]
Finally, lasting change is through doing – exposing the workforce to and immersing them in the capabilities of the MS&A tool set.  But, the environment for “doing” is based on someone being willing to take a risk and make an organizational investment of funds, capital and human resources.  Effective, lasting organizational behavior change is the result of effectual, involved and determined leadership.

Of the three principle SBA components, culture change is the most evolutionary and, viewing nature as an example, evolution takes a long time.  Even in the computer world where “Moore’s Law” applies, history says this is true.  Still today, after 20-plus years, some people pine for the days of delivering hand-written manuscripts to the typing pool over using the tools of “Microsoft Office®”.  Patience is required.

SIMULATION BASED ACQUISITION 2004

The following is a partial list with descriptive information for ongoing programs developing capabilities that address various parts of the SBA vision.  This is not intended to be a comprehensive collection of SBA-like initiatives but, instead, a sampling of the activities that represent significant investment in resources that can and should be shared.
Joint
M&S for the Joint Strike Fighter [W-9]
The Joint Strike Fighter (JSF) Program is a DoD effort to field an affordable next-generation multi-mission strike aircraft for joint service use.  Equal to performance goals, the program set priorities in supportability and total ownership cost (TOC) to create an affordable family of JSF systems for the Navy, Air Force, Marines and U.S. allies.  The program is reducing costs by development of fully validated, affordable operational requirements and by lowering risk through investing in and demonstrating key technologies and operational concepts prior to the engineering and manufacturing development phase (now system development and demonstration (SDD)) of the acquisition.  The use of MS&A was and still is an integral part of the JSF acquisition strategy.  In November of 2003 the F-35 (JSF) exited the “world of mathematical formulas and three-dimensional electronic engineering diagrams” and entered airframe production.  
The JSF Program established a comprehensive MS&A capability in the JSF M&S Toolset.  Government and industry team members constitute a JSF MS&A team that manages the requirements for and funds the development of various models and simulations employed in the JSF program.  The team oversees incorporation of the MS&A into government and contractor activities.  It also works with other government organizations to facilitate the prime contractor's acquisition of government-furnished models and use government simulation facilities.  Most importantly, the team maintains insight into the analyses to ensure the validity and relevance of the results and to ensure that the results are fed back into the design of the aircraft.  
The JSF Suite of Models and Simulations (SoM&S) includes M&S assets used in the Strike Warfare Collaborative Environment (SWCE) and the Engineering and Manufacturing Collaborative Environment (EMCE).  Throughout the JSF program life, the JSF SoM&S determines whether the modeled performance of the JSF meets the operational requirements.  A key outcome was the development and application of the Joint Interim Mission Model (JIMM) as a simulation and analysis environment.  JIMM is the merger of two legacy simulations: Simulated Warfare Environment Generator (SWEG) and Suppressor.  JIMM covers an acknowledged gap in next-generation modeling at the mission level for analysis.  JIMM is for both constructive and virtual (real-time, hardware- or operator-in-the-loop) simulation.  

Two key SBA architectural concepts form the basis of the JSF M&S architecture.  They are: collaborative environments (CE) and the Distributed Product Description (DPD).  The JSF SWCE is the government-managed collaborative environment used to support the collaboration focus areas of mission effectiveness analysis, autonomic logistics analysis, cost analysis, and engineering and manufacturing analysis.  The JSF EMCE is defined as the contractor-managed collaborative environment focused on requirements allocation, systems engineering processes, and the design and the manufacturing of the JSF.   The EMCE supports a comprehensive systems engineering environment necessary to permit an affordable approach to system management throughout the lifecycle.  The systems engineering work forms the basis of consistent analysis of mission effectiveness, cost, logistics, engineering and manufacturing performed in the JSF SWCE.  

The JSF DPD is a distributed collection of the most current and authoritative JSF information available.  The DPD is not intended to be a separate database off to the side of day-to-day engineering and program decisions.  The goal is to use the DPD and other shared information (e.g., common threat and scenario databases) as the hub of the entire integrated product and process development methodology.  The DPD will be an evolving information source throughout the JSF development.  

The JSF Authoritative Modeling Information System (JAMIS) is the program's system for managing authoritative modeling information for JSF product assessment throughout the product lifecycle.  JAMIS information includes developmental data for the JSF, its weapons and threats, as the data is released.  JAMIS also contains the results of the JSF assessment.  The information managed within JAMIS comes from multiple sources including the prime contractor team and government agencies.  JAMIS is itself a part of a larger federation of systems that includes the full JSF integrated digital environment.  JAMIS provides services to web-browsers for locating, accessing, downloading, and formatting data for use in simulation and analysis tools.  The JAMIS architecture leverages web services and web publishing to interconnect configuration management systems and databases to achieve the required user functionality.

The Joint Distributed Engineering Plant (JDEP) [W-10]
US war fighting doctrine increasingly calls for more effective joint and coalition operations (Joint Vision 2010 and 2020) requiring cooperative action by multiple systems.  This requirement makes system interoperability a priority concern in the US DOD.  Consequently, there is a growing need to ensure that systems in the field and new systems in development are designed to work as part of a larger system of systems (SoS).   All elements in the SoS need to be integrated and tested each time new systems are added or existing systems are modified.

The Joint Distributed Engineering Plant (JDEP) is a funded initiative created to support interoperability needs and to enable developers, testers, and warfighters to work together to address those needs.  JDEP provides these users with the ability to identify and access existing hardware- and software–in-the-loop (HW/SWIL) and simulation capabilities across DoD and industry.  It provides the technical support to federate them into distributed system environments for use in development, integration, testing, and assessments.

The JDEP program was established as a DoD-wide effort to link existing service and joint combat system engineering and test sites (including design and software support activities, test and evaluation facilities, and training and operational units).  JDEP is designed to improve the interoperability of weapon systems and platforms through rigorous testing and evaluation in a replicated battlefield environment.  JDEP facilitates access, coordination, scheduling, and technical support for joint operational environments by reuse of simulation and HW/SWIL capabilities across the DOD and industry.  The JDEP technical framework consists of the component, configuration, interfaces, and guidance on how to configure and apply the framework to meet user needs.  The technical framework defines: the types of components which may comprise a JDEP federation; interface specifications for the way the components work together; and guidance on how to configure and apply the components to a users needs.  It is the blueprint for assembly of the system pieces to address a particular issue.

JDEP is gaining acceptance and use in current and emerging applications.  The Single Integrated Air Picture Systems Engineer (SIAP SE) was the customer of the FY01 proof of concept and the highest priority customer for JDEP in FY02.   After the SIAP SE found current infrastructures unable to meet the system engineering needs, accelerated work began to create a persistent JDEP federation.  This federation could be used to address the SIAP critical experiments developed to support the SIAP block upgrade process.  The major FY02 user applications of JDEP were in the Air and Missile Defense arena.  In November 2002, the first SIAP event was successfully conducted to address the effects of time synchronization and data registration bias on the Navy E-2C.  JDEP also supported the Air Force Electronic Systems Command (ESC) in their Korean Tactical Digital Information Link (TADIL) Improvement Program (KTAIP) by supporting a federation based on the framework to assess the multi-source correlator-trackers in the new Korean air defense system.  
For FY04, JDEP will use core funding to leverage federation engineers who, working with users, will determine requirements for further federation engineering and JDEP Operations Center support.  They will also provide guidance on first steps of the IEEE-standard Federation Development and Execution Process (FEDEP); monitor and report on user design and development criteria; and monitor event activities.  Coordination and engineering responsibilities beyond this, such as defining objectives, performing analysis, or designing the federation/FOM are supported on a user funded basis.

Joint Modeling and Simulation System (JMASS) [W-11] 
The Joint Modeling and Simulation System (JMASS) program is a systems-level software architecture that provides M&S support to acquisition community analysis at the engineering and engagement level.  JMASS is not a model or simulation, but rather a consistent, reusable engineering and engagement-level support environment – a simulation architecture.
The JMASS architecture is an integrated product that consists of tools, services, standards, and interfaces.  JMASS defines a set of standards and guidelines for building JMASS-compliant models (red and blue); for assembling the models into JMASS simulations; for executing the simulations; and for analyzing the results.  With the JMASS software and its set of Graphical User Interface (GUI) tools, customers implement a standard structure for designing and executing simulations and their component models; including the interrelationships between component models.  The major dividends of JMASS are a common software environment in which government and contractors alike can develop and execute interoperable and reusable model components reducing the cost and time to acquire DoD systems.
As a tri-service product with nearly 300 registered users, JMASS partners include the U.S. Army, Navy, Air Force, DoD, Defense Intelligence Agency (DIA), and industry.   While JMASS has experienced problems competing with various legacy systems, it seems to have found a niche in providing a flexible, tailorable and expandable capability to new applications.  Consider these examples:

The Air Force Electronic Warfare Evaluation Simulator (AFEWES) is working with the Defense Intelligence Agency's Missile and Space Intelligence Center (MSIC) on JMASS applications.  MSIC is providing surface-to-air missile (SAM) intelligence data and developing the JMASS missile model.  AFEWES is integrating the JMASS flyout models into two high-fidelity SAM simulations: a long-range Radio Frequency (RF) threat and an Infrared (IR) threat.  AFEWES and MSIC are currently building the methodology and interfaces needed to integrate the digital JMASS missile and launcher players with hardware-based real-time missile simulators.

In 1990, the Air Force 453 Electronic Warfare Squadron (EWS) developed a one-on-one analysis tool called the Threat Engagement Analysis Model (TEAM) including IR, Anti-Aircraft Missile (AAM), Surface-to-Air Missile (SAM), Missile Warning System (MWS), and Electronic Counter Measures (ECM) threats.  In 2000, the 453rd EWS completed a 3+ year transition to JMASS that concluded with the delivery of an object-oriented C++ version of TEAM (JTEAM) that works within the JMASS architecture.  This transition allows for the addition of future missile models developed by the MSIC or the National Air and Space Intelligence Center (NASIC) and flare models developed by the Navy.  

Naval Air Warfare Center Weapons Division (NAWC-WD) is using JMASS as a part of their Joint Electronic Combat SIMulation (JECSIM) program to support flight testing.  JMASS provides the simulation runtime architecture to analyze semi-active seeker flyout in an ECM environment.  For the JECSIM, the simulation contains an aircraft model (geometry, vulnerability, etc); fire control system parameters (launch conditions); missile seeker, platform, and warhead models, ECM systems, environmental model; and target signature models.  Use of JMASS will help the NAWC-WD determine the degree to which digital M&S [correlated with hardware-in-the-loop and open air range testing] can be used to credibly predict Test and Evaluation results for a semi-active anti-air missile encountering an Electronic Counter Measures/Laser Optics (ECM/LO) augmented aircraft.  The Navy also used JMASS to study the different effects of airspeed, altitude and angle of arrival on chaff dispensing and is now using JMASS, JTEAM, and Coresim 5.1 to study an Air Launched Expendable Countermeasure Dispensing System.
BBN Technologies in Rhode Island is currently using JMASS in their Weapons Analysis Facility (WAF) for undersea weapon simulations (torpedoes) to support Navy research and development.  The WAF is a large, real-time multi-processor system for undersea warfare simulation.  The simulation-stimulation system provides a synthetic environment, or virtual reality, for torpedoes and related systems.  In the WAF laboratory, torpedo processors behave as if they were operating at a specified site on the globe and confronting a specified set of targets.  The WAF provides acquisition support for the U.S. Navy by predicting performance and verifying software and also aids in training.

Army
Simulation and Modeling for Acquisition, Requirements and Training (SMART) [W-12]
The overarching goal of Army Simulation and Modeling for Acquisition, Requirements and Training (SMART) is to reduce the time and cost of providing improved capabilities to Army warfighters.  SMART, with roots in SBA, is an initiative to revolutionize the acquisition process through collaborative employment of simulation technology across acquisition phases and programs.   SMART extends beyond the acquisition of a new system, utilizing M&S tools and technologies to assess advanced concepts, interoperability, operational readiness and total lifecycle support.  SMART also places emphasis on bridging organizational boundaries between the requirements, acquisition, test, training and operational communities.  It is a change in Army business practices, through the exploitation of emerging M&S and other information age technologies, to ensure collaboration and synchronization of effort across the total lifecycle of Army systems.  
The SMART concept applies to traditional systems developments, as well as assessment and transition of advanced technologies to operational capabilities, development of tactics and doctrine, experimentation and exercises.   A principal tenet of SMART is to more closely integrate the efforts of the requirements, acquisition, and training communities through the use of modeling and simulation.  Emerging information technologies are revolutionizing our capabilities to collaborate among stakeholders using data descriptions, digital representations, and virtual prototypes. This helps to improve understanding of required capabilities; shortens procurement time; reduces procurement and sustainment costs; and ultimately, reduces total lifecycle cost.  SMART prescribes collaboration among diverse communities beginning with simulation support planning activities early in the system lifecycle. The SMART concept advocates the use of advanced technologies in concert with M&S to enable transformation – through improved understanding of operational requirements, collaborative analyses of emerging technologies, and cross-domain participation in experiments and exercises.

The Army Model and Simulation Executive Council (AMSEC) is the principal body that adjudicates issues governing all M&S activities in the Army and serves as the proponent for the SMART concept.  The Army Model and Simulation Office (AMSO) serves as AMSEC’s executive agent for SMART; publishing and implementing the SMART Planning Guidelines and Execution Plan.  AMSO also participates in the requirements-to-solutions process; validating appropriate simulation support planning as documented in Simulation Support Plans (SSPs).  AMSO has also sponsored five annual conferences to publicize SMART, educate the workforce, showcase SMART enabling technologies, and share lessons learned. 

SMART involves more than just the clever use of M&S.  A key tenet is to link M&S capabilities with other information technologies in an Advanced Collaborative Environment (ACE).  Within the context of SMART, the requirements, acquisition and training M&S communities are “domains”.  The primary function of the ACE is to enable collaboration among the domains across all phases of the acquisition process.  Early and continuous collaboration leads to more credible total lifecycle costing and enables shortened acquisition cycles by “getting it right” before hardware production begins.

ACE is an integrated, web-based suite of commercial off-the-shelf tools, with commercial standards that is accessible via Army Knowledge Online. ACE is focused on linking people and information to provide timely, relevant Information to  everyone involved to help them make better decisions and generate quality solutions.  The ACE technology provides: an information management system; Web-based access, viewing, and interaction; incorporation of various display technologies (desktops, PDAs, virtual reality, etc.); network connectivity using between multiple central sites, distributed users, and to the actual systems being developed.  ACE facilitates integrated development, assessment and review with integrated support tools; process and workflow optimizing toolsets; shared collaborative repository environment; and interfaces to existing information sources and related tools (based on commercial and defacto standards and best practices).
Since the Army adopted the SMART concept in 1997, it is maturing and being implemented in a number of Army programs.  As evidence, there are increasing numbers of Army programs submitting SSPs during the requirements approval process.  The Army is also taking steps to institutionalize the SMART concept, and the underlying requirement for simulation support planning, in official Army policy.  The Army’s flagship SMART program is the Future Combat System (FCS).  Part of executing SMART is through a multi-organizational “SMARTeam” collecting “lessons learned” and providing Contact Team assistance.  The SMARTeam effort to date has supported the Aerial Common Sensor (ACS) program including using M&S for source selection; the Advanced Threat Infrared Countermeasure/Common Missile Warning System (ATIRCM/CMWS) for operational test assessment; and the Joint Common Missile (JCM) program which will be the first Missile program to reach a Milestone B decision without conducting a live fire test due to dependence on MS&A as opposed to a full prototype test. 
Navy
Distributed Engineering Plant (DEP) and Collaborative Engineering Environment (CEE) [W-13]
Currently, the acquisition support for the different ship and aircraft types that constitute a battle group occurs at several government and commercial facilities across the US.  Each of these facilities has the capability for developing and testing its respective systems; however, the first time these ships and aircraft are brought together for interoperability testing as a system-of-systems (SoS) is when a battle group is constituted at sea.  Testing in live battle groups at sea detracts from other training and operational requirements as well as being costly and inefficient.

In December 1998, the Navy began development of a distributed Collaborative Engineering Environment (CEE) for Navy systems aggregated to the Battle Group or Battle Force level.  CEE is to be a major element in a Navy effort to implement a Distributed Engineering Plant (DEP).  The concept of a DEP is to use emerging network technology and link together major Navy ship, aircraft and industry facilities.  The intent of a DEP is to bring together all of the actual components and intended software loads for a battle group, build a virtual replication of the battle group across the network of existing facilities, then test and address interoperability issues a year or more before the battle groups are brought together at sea.   The DEP provides a high-fidelity distributed shore-based federation containing all the attributes of an at-sea battle group to examine and engineer interoperability solutions.  The DEP will address interoperability issues across the acquisition cycle for Navy battle groups and the participation of those battle groups in Joint and Allied operations.
The DEP is intended for the conduct of battle group systems engineering which over-arches individual system design efforts and ensures that full scale, collaborative, distributed, force-level-interoperability engineering occurs in every phase of the development process for new or modified capability.   The DEP enables distributed design development and integration of systems, system components and software.  This can be achieved by networking geographically dispersed combat systems that enables bringing together the appropriate elements of the "talent base" without moving the people.

The CEE, an important enabler of DEP, is a tool set for developers and engineers at the geographically-dispersed sites to efficiently work together to achieve effective SoS capabilities.   The CEE will enable a process to assure systems are engineered and implemented to operate coherently with other systems as part of a larger force.  The conceptual building blocks for CEE are integration; interoperability; information sharing; integrated toolsets; and architecture repositories.  CEE will provide collaborative program management capabilities to maximize information flow, facilitate work flow and enhance the decision making process.  The goals are to promote collaboration and commonality across all stakeholder viewpoints; enable interoperability across fighting units through knowledge sharing; and support development of “what if” solutions as missions evolve and new capabilities are added.  CEE will leverage existing infrastructure (SE, M&S and Range facilities) and utilize available architecting, and system engineering tools.

By November 2000, an interim CEE was in place including the Decision Support Center; architecting tools; SE tools; Secret Internet Protocol Router Network (SIPRNET) and human centered design environment.  The operational CEE completed in March 2001includes the decision support environment; integrated engineering environment; and interoperability data base management and analysis.
Leading Edge Advanced Prototyping for Ships (LEAPS) [W-14]
LEAPS is a Navy developed object-oriented architecture environment to integrate MS&A tools.  The primary object is to enable rapid evaluation of design alternatives in an expanded trade space for product quality and interoperability.  LEAPS enables this by: providing more effective views of the ship design process; involving discipline specialists in the overall tradeoff process; minimizing remodeling for analysis tools; and improving timeliness, accuracy, and consistency in analysis.  LEAPS integrates computer-aided design and analysis into a robust architecture capable of accommodating evolving M&S tools.  LEAPS facilitates integration of software across multiple disciplines, including mission requirements, ship design, engineering, costing, and warfare analysis.  It facilitates information sharing among subject matter experts performing design and technology studies.  Product models built to date include ship and air systems.

 A key element of LEAPS is a comprehensive product model for naval ships in acquisitions.  The LEAPS environment includes: a generic object-oriented class structure for data modeling; an Application Programmer Interface (API) for accessing the data model; translators between the new digital ship models and existing MS&A tools used in naval design and acquisition; and other infrastructure tools such as viewers, editors, input and output utilities.  LEAPS also enables development of HLA object models via dynamic object and property creation and using common taxonomy for common attributes.  The implementation goals include: common system representation and data framework with access to / delivery of digital product model data and an integrated M&S architecture for timely evaluations of product interoperability.
The Advanced Surface Ship Evaluation Tool (ASSET), a family of ship design synthesis programs, provides the initial population of the LEAPS digital product models.  ASSET is used in the exploratory and feasibility design phases of naval surface ships.  The primary purpose of ASSET is to perform the initial prediction of ship physical and performance characteristics based on mission requirements and to do so with sufficient fidelity that the total ship implications of subsystem level design and technology decisions are evident.  The ASSET to LEAPS translator generates a complete surface model from the ASSET geometry and then populates the digital product model and its relationships in the areas of ship requirements, total ship characteristics, ship forms and arrangements, and systems and components.  

Air Force
Joint Synthetic Battlespace (JSB) [W-15] 
The Air Force is expanding its investment in advanced simulation technologies to improve readiness, lower costs, and dominate the battles of tomorrow.  One of the new initiatives in this direction is the Joint Synthetic Battlespace (JSB).  JSB is defined as a user-focused, rigorously developed and controlled, comprehensive M&S environment to streamline program planning, accelerate acquisition, and improve operations.  The intended results are effective, affordable weapons and systems for warfighting.  The goal of JSB is to develop a single, standard, flexible way to build large simulations that will replace the number of different simulation systems and architectures now used.

JSB is still very early in its development.  If completed, JSB will be a distributed system of people, standards, procedures, and M&S capabilities for cooperative and seamless integration of Air Force users responsible for acquisition and operations.  JSB cornerstones will be synthetic environments; an extensive collection of system simulations; and a common simulation architecture with interfaces to support interoperability among simulated and real systems.  JSB will provide warfighters, program managers, engineers and analysts with highly realistic synthetic battlespaces within which to collaboratively explore warfighting technology.  JSB will also provide an environment to design, build, test, deploy, and fight with the resulting weapons, systems, tactics, techniques and procedures in a horizontally integrated family of systems.

JSB will provide the framework to enable assessment of system capabilities in a open synthetic environment as part of a robust, simulation-enhanced systems engineering process.  It will provide comprehensive, credible environments in which simulated systems are embedded so that warfighters may collaborate with engineers, trainers, logisticians, and others to capture the multiple realms of warfighting and system life-cycle needed to define warfighting system capabilities.  It will support product, logistics, and test centers, as well as laboratories and industry.   JSB enables simulations across and at each of the four levels of M&S aggregation: campaign, mission, engagement, and engineering.  It will provide comprehensive M&S capabilities for evaluating new concepts and elements in a simulated environment whose fidelity and resolution are selected for the application.  It will support constructive, virtual, and live simulations, as well as combination simulations.
JSB recently passed a significant milestone when the Air Force Requirements Oversight Council (AFROC) approved the JSB initial requirements document.  The AFROC reviewed the document and the JSB Initial Requirements Document (IRD) was signed 3 Dec 2003 by AFROC chairman, Major General Dan Leaf.   The major requirements identified in the document include: realistic representations of weapon systems and warfighting capabilities; realistic representations of the natural environment; a technical framework to enable the quick and easy composition of representations for any application; and a method to collect and distribute information collected by the JSB.

Guidance from Air Force Chief of Staff General John Jumper calls for JSB to first support warfighters with applications for distributed mission training (DMT) and distributed mission operations (DMO).  Remaining funds would be dedicated to a number of platforms in the acquisition pipeline.  For example, plans call for using JSB to test the concept of a Multi-sensor Command and Control Constellation, the objective use of manned and unmanned air, sea, ground and space assets to collect intelligence.  That testing would be accomplished using the Joint Distributed Engineering Plant (JDEP).

The JSB program seems to be in a continual struggle to steady its funding flow.  This often gives the appearance of changing tactics and shifting priorities in response to external influences.  Meanwhile, the program office continues to refine the concept and look for opportunities to experiment with integration of available capabilities.

Advanced Capability Development and Delivery (ACD&D)

Advanced Capability Development and Delivery (ACD&D) is a new Air Force initiative led by the Aeronautical Systems Command (ASC) and the Air Force Research Laboratory (AFRL) in partnership with industry.  ACD&D may stand in the breach as the Air Force’s next best chance to achieve simulation based acquisition in the mold of the SBA vision prior to (if/when) full stand up of a JSB capability for acquisition.  ACD&D is proposed to plan, develop, assemble and exercise a prototype of a new collaborative acquisition environment enabling the evolutionary acquisition concept and rapidly delivering products and systems when they are needed.  The ACD&D vision is to establish a robust, persistent collaborative management and engineering environment among government, industry and academia enabled by common use existing and emerging MS&A tools and networks.  The capabilities will support System-of-Systems analysis, definition, design and integration and be applicable across the full acquisition spectrum.  

Air Force warfighters feel that the current acquisition environment lacks credibility because of numerous instances of broken performance, schedule, and cost promises.  They also feel it takes to long for warfighting capabilities to go from concept to field.  This was a primary topic of discussion at the 2003 National Aeronautical Science and Technology Conference (NASTC 2003) among the AF warfighter, acquisition forces and industry.  As a result, the NASTC Executive Board directed ASC, AFRL, and Industry to establish a team and develop a strategy for integration of collaborative technologies and MS&A to provide timely, credible analysis across the spectrum of government and industry activities.  This activity, now known as ACD&D, is based on the expressed goal of enhancement of existing capabilities, integrated over time with JSB as it emerges.  It is also focused on enabling a collaborative government/industry approach to empower human capital with critical planning, design, and analysis skills through mentoring and engaging work experiences.
Two of the key objectives for ACD&D are to attack challenging problems facing the warfighter today, such as a documented Capabilities Review and Risk Assessment (CRRA) deficiency, and to leverage previous investments in MS&A made by both industry and government.  The underlying requirement is that ACD&D both develop and deliver tangible warfighter capability even as the collaborative environment is developed.  A government and industry team was formed in 2003 and is working to identify necessary partnerships, resources and processes to enable delivery of the capability in 2-3 years through incremental development and delivery (spiral acquisition) across the Five Year Defense Plan (FYDP).

The ACD&D team spent the end of FY03 and early FY04 defining the specifics and expected payoffs of the initiative, outlining the investments required and defining the roles and responsibilities of industry and government players.  Through the process, open and frank discussion of proprietary rights and security issues are taking place.  The team is also building background information and presentation for advocacy at the highest AF and industry levels.

The first steps are taking place in FY2004.  The Air Force identified $3.2M in FY03 to “jump start” the collaboration.  Additional FY04 resources are sought to fund an MS&A demonstration and pay for hardware, software, and modifications to the systems enabling the capability.  Besides the funded contractual work, industry will supply resources including skilled manpower, access to facilities and company-owned models, data and lessons learned.
CONCLUSIONS
The SBA philosophy is well founded in the studies and documents of years past and forms the conceptual ideal for the efforts examined in the last portion of this paper.  The vision of SBA is still a valid and desired end state.  However, for a variety of reasons compounded by shifting responsibilities and priorities, the DoD currently has no central focus or leadership to accelerate the development, coordination and application of SBA across the services.  At the same time, it is important to note that MS&A is now achieving a level of technical capabilities commensurate with the SBA concept definition.  This combination brings us to an exciting and critical time in how the DOD and Services choose to invest in and bring about increased capability and functionality in the next 7 to 10 years.

SBA, as envisioned, represents more agile, flexible and proficient human decision-making enabled by the synergism of a collaborative infrastructure; capable, reliable MS&A; and a knowledgeable work force.  But, without DoD-level stewardship, the services are progressing toward their own visions, applications and cultures; in some cases with little central coordination within the single service much less across the services.    Similar to the DoD, in industry and commercial applications, the piece-parts of the SBA vision continue to develop and operate with limited central coordination or guidance.  So, as seen in the services, an individual effort, as it develops, may have a primary focus in only one of the SBA principle components (process, environment and culture), leaving the other two SBA dimensions without meaningful and relevant development.  Thus, the parts of the SBA vision grow without synchronization and harmonization.  As a result, interfaces, middleware and translation software are fast growing market areas. 
The view that SBA components of process, environment and culture get attention and investment as separate entities rather than a synergistic approach is held by others as well.  Dr. Judith Dahmann, well known for her participation in SBA for many years, puts it this way, “Applications of SBA concepts to date have been limited and largely stove-piped, with each user implementing only those aspects of the concept of greatest immediate benefit to their own individual circumstances, with little attention to issues beyond those directly related to the individual system. [D-19]”

So, where do we stand early in 2004?  Realistically, what is achievable now may stand somewhere between the Utopia the SBA vision engenders and the current MS&A capabilities exhibited in many current applications.  Even while the vision fosters a futuristic ideal, the practical qualities of SBA can and should be the objective for an achievable end state in this generation.  This would result in qualitative and quantitative improvements in the robustness of MS&A (building on the successes of the past 5 to 7 years); working and workable interfaces and interface standards that improve the ability to collaborate; and growth in the ability to aggregate and integrate information (data, results, lessons and digital representations) across the acquisition phases and projects.  

Throughout this examination, the conundrum seems to be that the Chairman of the Joint Chiefs is increasing emphasis on Joint analyses, planning and implementation while OSD(AT&L) is reducing emphasis on commonality and integration between the services in acquisition support infrastructures.  Those would be the very infrastructures that would enable better Joint analyses, planning and implementation.
But, devoid of central leadership, to grow at all, a DoD SBA environment and culture must grow without shepherding.  Most likely, without change, we will endure a long period of building software interfaces between the individual programs and building cultural interfaces between the individual services as each service develops its own particular SBA programs with many similarities but some significant differences.  Hopefully, the increased pressure for concentration on interoperability and the advent of the CJCSM 3170 JCIDS process will bound and regulate some of those differences.

The JDEP activity may, in fact, signal a shift back to some central DOD or OSD-level leadership.  The Principal Deputy Undersecretary of Defense (Acquisition and Technology) [PDUSD(A&T)] and the Joint Staff J8 directed the creation of JDEP.  The JDEP Board of Directors is a high-level DoD oversight body with CINC/Service/Agency, Joint Staff, and OSD representation that cuts across mission areas and broad FoS/SoS responsibilities.  The Board oversees investment and management of JDEP capability and infrastructure.  The senior members of this board are from the Defense Information System Agency (JDEP Lead); the Assistant Secretary of Defense office; Joint Staff; Army; Navy Air Force; Marine Corps; and the Operational Test and Evaluation community.  This may serve as a model for centralized direction, collaborative leadership and decentralized execution in developing common, shared and reusable capabilities.

The renewed emphasis on systems engineering may also signal a new opportunity to reconsider the central marshalling of the SBA philosophy.  Robust systems engineering environments are required for development of new solutions that can interoperate in a system-of-systems.  These new systems engineering environments need agile tool sets and environments, flexible policy and data support and a capable workforce.  The prospects and promises of advanced systems engineering should be apparent for SBA as well.

Thus, the present opportunity is to leverage the growing investments across the services and industry and to facilitate and expedite the implementation.  The implication for SBA, then, is the need for a central, coordinated implementation plan and structure that builds toward a holistic approach rather than singularly-focused efforts independently targeting culture, process, or technical aspects of SBA.  The circumstances seem to cry out for centralized stewardship to enable efficient leveraging of past, current and future DOD investments.  If the Joint Chiefs anticipate the need for more energy to ensure warfighters of all services can effectively fight side-by-side, why shouldn’t the OSD’s chief acquisition officer feel that more attention should be given to aligning and creating synergy among the processes that create those warfighting capabilities?  This is an opportunity to re-examine the decision and recreate a workable DoD-level alternative to the likelihood of three similar, yet independent, SBA solutions.
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